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INTRODUCTION TO THE SPECIAL ISSUE ON REGIONAL SEISMIC
ARRAYS AND NUCLEAR TEST BAN VERIFICATION

By FRODE RINGDAL

This special issue of the Bulletin of the Seismological Society of America
contains a collection of papers presented at an international symposium held in
Oslo, Norway, on 14~17 February 1990. The purpose of the symposium was to assess
recent scientific and technical advances in seismic monitoring of underground
nuclear explosions, with emphasis on results obtained using advanced arrays spe-
cially designed to detect, locate, and characterize weak seismic events at local and
regional distances.

Seismological methods provide today the primary means for detecting and
identifying underground nuclear explosions and for estimating their yields. The
importance of seismology in this very specialized field has long been recognized,
and for more than three decades research programs have been conducted by a
number of countries with the aim of improving the capabilities in this regard.

The results of this research have been significant and have had ramifications far
beyond the field of seismic monitoring. It has led to improved understanding of a
wide range of problems within general seismology, such as the nature of seismic
sources, seismic wave propagation and attenuation, regional and global seismicity
as well as the structure of the Earth.

An integral part of, and indeed a prerequisite for, these scientific advances has
been the development of high-quality seismic instrumentation, digital data recording
systems, and advanced data processing facilities. It is sufficient here to mention the
impact of the World Wide Standardized Seismograph Network in the early 1960s,
the large array experiment initiated in the mid-1960s, the digital Seismic Research
Observatories in the 1970s, and additional advanced digital seismic stations in the
past decade.

The recent development of sophisticated regional seismic arrays represents an-
other milestone. After several years of design work including experimentation with
trial configurations, the first such array, NORESS, was installed in southern
Norway in 1984. Comprising 25 seismometer sites deployed in concentric rings over

an area of only 3 km diameter, this array was especially designed to record and
process signals of higher frequency that propagate in the local and regional distance
range. In addition to significantly lowering the detection threshold for events at
such distances, the array allows determination of the direction and distance from
which seismic waves reach the station, as well as giving important information on
the phase type. A high degree of automation in data processing ‘s essential in view
of the large amounts of data generated by such an array, and this was achieved at
NORESS using a number of specially developed analysis algorithms.
Following the NORESS deployment, a second regional array (ARCESS) was
established in northern Norway in 1987, and a third array of similar type (GERESS)
is now coming into regular operation in Germany. A fourth, somewhat smaller
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afray, FINESA in southern Finland, has been operating experimentally for some
irae, and together these-arrays form a network that will provide valuable data for
—research purposes within the field of regional monitoring.

QOverviews of these four arxdys, initial results from data analysis, and descrip-
tions of the advanced data processing algorithms employed both in single- and
multi-array analysis are given in several papers in the first part of this special issue.
Other pajiers deal with evaluating the performance of such arrays and demonstrate
their bigh potential, not only af regional distances bul-aiso in the teleseismic range.
Many of the papers focus attention upon the direction estimation capabilities of
small arrdys and make compazisons to correspeiding capabilities of high-quality
three-component stations. It is important in this context to note that future
monitoring networks are likely to be composed of a conzbination of this latter type
of stations and advanced arrays.

While most of the contributions focus upcn signal processing techniques for
detecticn and location of weak seismic ever:ts, additional topics are also addressed.
Seismic source identification is discussed in several papers, but it is recognized that
the problem of discriminating between underground explosions and other seismic
sources at low magnitudes will require much additional research. Promising results
are reported on using the Lg phase {o obtain stable estimates of the source size of
undergrcund explosions.

Several of the contributions are devoved to studies of general problems in
seismology and geophysics. Among the topics discussed are seisinic noise at high
frequencies, frequency-dependent attenuaticn of seismic phases, wave-scattering
phenomena, and the structure of the crust and upper mantle in parts of northern
Eurasia. Again, much of this research emphasizes the value of regional arrays in
addressing these problems.

In conclusion, it is fair to say that the papers in this special issue demonstrate
that advanced regional arrays and the associated development and implementation
of increasingly powerful data processing techniques represent a major advance in
the field of seismic monitoring. Still, the process of exploiting the full potential of
networks of regional arrays is only at its beginning. To fully exploit this potential
represents both challenges and opportunities in the years ahead.
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APPLICATION OF REGIONAL ARRAYS IN SEISMIC
VERIFICATION RESEARCH

By SVEIN MYKKELTVEIT, FRODE RINGDAL, TORMOD KVERNA, AND
RaLpH W. ALEWINE

ABSTRACT

This paper gives an account of the work related to the development of the
NORESS concept of a regional array. The array design considerations and
objectives are reviewed, and a description is given of the NORESS and ARCESS
array facilities in Norway with their field installations, data transmission lines,
and data-receiving center functions.

The automatic signal detection processing of NORESS data applies multiple
narrow-band frequency filters in parallel and forms array beams from selected
subgeometries. The detection algorithm is based on computing the STA/LTA
ratio for each beam individually, and a detection is declared whenever this ratio
exceeds a given threshold. It is explained how the beam deployment and the
individual threshold values can be tuned to ensure that the interesting phase
arrivals are not missed, but at the same time how to avoid coda detections.

For each detected signal, frequency-wavenumber analysis is invoked to deter-
mine arrival azimuth and apparent velocity. Currently, a broadband estimator is
used, and it is demonstrated that the use of this algorithm increases the stability
of the azimuth and apparent velocity estimates, relative to narrow-band methods.
Local and regional events are automatically located on the basis of identification
and association of P- and S-wave arrivals. The uncertainty in the arrival azimuth
is the limiting factor in accurately determining single-array event locations, and
it is shown that this uncertainty is as large as 10° to 15° for Pn phases from
certain regions.

In order to further investigate the potential of the NORESS concept, work was
initiated toward installing a network of regional arrays in northern Europe. This
invoilved the development of the ARCESS array in northern Norway and the
installation of the FINESA array in Finland in cooperation with the University of
Helsinki. Data from these three arrays have been used jointly in a location
estimation scheme. It is shown that, for events in the Fennoscandian region of
magnitude typically around 2.5 and for which at least one phase is detected by
each array, location estimates can be obtained automatically that deviate from
published network locations by only 16 km on the average.

In the future, it is anticipated that additional arrays and singie stations in
northern Europe will contribute real-time data to NORSAR for analysis jointly with
existing arrays. The first additional data to become available will be from the
GERESS array, which will be established in the Federal Republic of Germany in
1990. Future perspectives also include the use of expert system technology in
the data analysis, and the IMS system already in operation represents the initial
attempt in this regard. A summary is given of problem areas where further work
is needed in order to fully exploit the regional array concept.

INTRODUCTION

The suggestion to use seismic arrays in order to detect, locate, and identify low-
magnitude events for the purpose of verifying compliance with nuclear testing
treaties dates back to the Geneva Conference of experts in 1958. In the 1960s and
1970s, seismic arrays were established in several countries around the world, and
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the arrays were generally designed for optimum detection capabilities for events at
teleseismic distances. The most ambitious undertaking in this regard was the
development of the LASA arrays in the United States (525 short-period
seismometers over an aperture of 200 km) and the NORSAR array in Norway (132
short-period seismometers, array aperture 100 km). Over the years, operation of
teleseismic arrays has testified to their excellent performance in detecting weak
arrivals, as well as their ability to estimate the direction and apparent velocity of
incoming signals. A detailed review of these developments is given by Ringdal and
Husebye (1982).
The trilateral negotiations of 1977 to 1980 on a Comprehensive Test Ban Treaty
rompted a shift of interest from observations made at teleseismic distances to
wave propagation in the regional regime (up to 2,000 to 3,000 km). It is in this
context that experiments were initiated in Norway in 1979 toward the development
of a “prototype” regional array, suitable for monitoring of low-level seismic activity
within regional distance range. It was anticipated that this work would be aided
and facilitated by the experience and knowledge gained from 10 yr of operation of
the NORSAR array, but it was also realized that new experimental data had to be
obtained to adequately design an array with the desirable performance for regional
seismic phases.

The purpose of this paper is both to offer an cverview of the work conducted
since 1979 relating to the development of the NORESS and ARCESS arrays, and
at the same time to give an assessment of the capabilities of these arrays. The
regional array program with its associated research activities from its inception in
1979 has grown to become significant in both size and diversity. A complete review
of these developments in beyond the scope of this paper. We will instead focus upon
those aspects of these developments that, in our judgment, are the most important
ones in the seismic monitoring context. This is done by first reviewing the consid-
erations that went into the NORESS design efforts before details are given on the
array installations and the NORESS and ARCESS field sites. The various steps in
the automatic data processing are described, and the individual performance of each
of the arrays in detecting and locating events at regional distances is assessed.
Thereupon, we consider the capabilities of a network of NORESS-type arrays. In
making our assessments, we summarize important findings available in the literature
and supplement these with hitherto unpublished results from our own recent
research. Finally, the results obtained during these past 10 yr are discussed, and
some perspectives for the future are given.

NORESS DESIGN CONSIDERATIONS

The desirable characteristics of a prospective prototype regional array were
formulated at the outset of the experiments initiated in 1979: the array should be
designed for optimum detection of regional seismic signals, and it should provide
sufficient resolution to reliably estimate the apparent velocity and azimuth of all
such signals. Furthermore, it was clear that the desirable performance of the array
with respect to signal detection and characterization would need to be obtained
over the wide range of frequencies typical of regional wave propagation. These
requirements can be formulated in a more technical language, as follows:

* The array should provide close to optimum gain by beamforming for tlie phases
and frequencies characteristic of regional wave propagation.
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* The array geometry should be symmetric in order to offer equal capabilities for
signals from all directions, and the response pattern shouid have 2 narrow

main lobe and small side lobes.

It was clear at the outset that data from the NORSAR teleseismic array could
not be used to infer an optimum array configuration for a regional array, as regional
signals recorded at NORSAR with its minimum sensor separation of the order of
2.5 km are spatially aliased and furthermore do not correlate well even across the
10 km aperture subarrays. The main emphasis in the initial experiments was,
therefore, placed on deriving signal and noise correletior curves for various fre-
quency bands for intersensor separations in the distance ir terval of 0 to 2 km. Such
curves can be used to express the beamforming gain G via the formula:

; N N
) G*= 3 Cy/ 3 m (1)

ij=1 ij=1

where C; is the signal correlation between sensors i and j, p, is the corresponding
noise correlation, and N is the number of sensors. The provisional configuration
deployed in 1979 comprised only six instruments unevenly spaced within an aperture
of 2 km. Still, signal and noise correlation curves were obtained that possesed
most of the characteristic features and thus qualitatively resembled the curves
derived later on from configurations comprising many more sensors. Examples
of such curves, derived from the eventual 25-sensor NORESS geometry, are shown
in Figure 1.

Analytical representations of the very early versions of the signal and noise
correlation curves were used by Mykkeltveit et al. (1983) in equation (1) to find
geometries that maximized the array gain G. It was demonstrated in that paper that
i optimized geometries could be obtained that were associated with theoretical gains
! well in excess of the standard VN gain by utilizing negative minima in the observed
| noise correlation curves (see Fig. 1). Such optimum geometries, however, tended to
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. F16. 1. NORESS noise correlations versus interstation separation for the two frequency bands of 1
. to 2 Hz and 3 to 4 Hz. The noise segment used is 30 sec long and taken at 05:15 GMT on day 323 of
. 1985. Mean values and standard deviations with 100 m distance intervals are plotted on top of the
population, except for short and long distances, where the number of correlation values is low.
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be rather “peaked” in their frequency response, i.e., a very high gain at one particular
frequency was generally accompanied by low gains at other frequencies. The
optimized geometries were characterized by one particular intersensor spacing being
represented as many times as possible in the geometry. This distance reflected the
separation for which the noise correlation curve attained its minimum for a given
frequency interval. For optimization explicitly taking several frequency bands into
consideration (e.g., by giving equal weight, in the gain expression, to each of five
different frequency bands), again one single intermediate frequency dominated the
geometry. At this stage, it was realized that it would be difficult to arrive at
configurations with a sufficiently broad frequency response following this strategy.
Instead, the approach of estimating the gain via equation (1) was pursued in
combination with design ideas set forth by Followill and Harris (1983). They
proposed a geometry based on concentric rings spaced at log-periodic intervals in
radius R, according to the relation:

R = Ry - o, n=201,2,3. (2

The geometry of the NORESS array deployed in 1984 is a realization of (2), with
R = 150 m and « = 2.15. Additional details on how the partly conflicting demands
made on array performance were balanced by the adoption of this configuration can
be found in Mykkeltveit (1985).

The NORESS array configuration is shown in Figure 2. There is a center ele-
ment denoted A0, 3 elements in the innermost ring (A-ring, nominal radius
150 m), 5 elements in the B-ring (radius of 323 m), 7 elements in the C-ring (radius
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FiG. 2. The geometry of the NORESS array. The instrument at the center is denoted A0. The other
sensors are arranged in four concentric rings: the A-ring, B-ring, C-ring and D-ring. The type of
instrumentation at each of the sensor sites is given in the legend.
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of 693 m), and 9 elements in the D-ring (radius of 1,491 m, giving an array aperture
of approximately 3 km). The short-period stations at A0, C2, C4, and C7 are
equipped with three-component instruments. It is readily seen from Figure 2 that
there is a substantial range of intersensor separations present in the NORESS
geometry, and that it offers a possibility of using widely different subgeometries for
different signal frequencies.

DEesCRIPTION OF NORESS anD ARCESS

The NORESS array was installed in southeastern Norway in the fall of 1984 (see
Fig. 13 for location; array center coordinates are 60.735°N, 11.541°E) as a joint
undertaking between NORSAR, the Defense Advanced Research Projects Agency,
and Sandia National Laboratories. The array site is in a wooded area with relatively
low population density. There is no human activity within the array except occa-
sional forest work by the landowner. Competent bedrock with P-wave velocities of
the order of 5.5 to 6.0 km/sec is found either at the surface or underneath a layer
of soil of thickness up to a few meters. The rock is of Precambian age and is
composed of gneisses and gabbro. A seismic reflection profile running north-south
slightly east of the array center showed strong indications of a dipping reflector
intersecting the surface in the southeastern part of the array (Mykkeltveit, 1987).
Tomographic mapping of the velocity structure of the upper few kilometers beneath
NORESS has been attempted by Ruud and Husebye (1990).

All NORESS short-period instruments are placed in shallow vaults on concrete
pads anchored to the bedrock. The seismometer housing is a fiberglass construction
sealed to the concrete pad to prevent water leakage. The three component broadband
seismometer at the array center is deployed in a 60 m deep borehole. All data from
the vaults and borehole are transmitted to the hub building at the array center via
trenched fiber optic cables, which are used since they are immune to electrical
disturbances from, e.g., nearby power lines and lightning. Each seismometer site is
powered via buried cables from the hub building.

The NORESS short-period instruments are of type GS-13, and the broadband
borehole seismometer is a KS-36000 instrument. The conversion of data from
analog to digital form takes place in the vaults and in the borehole. A 16-bit A/D
converter is used, with 2 of the 16 bits used for gain ranging in steps of 1, 8, 32, and
128. Short-period data are digitized at a rate of 40 Hz, whereas data from the
broadband instrument are sampled both at 1 Hz for a long-period band at at 10 Hz
for an intermediate-period band. The system transfer functions for the various
passbands are shown in Figure 3. The high-frequency station that was integrated
in NORESS in 1985 uses the analog output from the three-component short-
period instrument at site A0 and digitizes this data at a rate of 125 Hz, using a
24-bit A/D converter. A detailed description of this system is given by Ringdal
et al. (1990).

The ARCESS array installed in northern Norway in the fall of 1987 (array center
coordinates are 69.534°N, 25.511°E; see location in Fig. 13) represented the first
step toward a network of NORESS-type arrays. ARCESS is located at a distance
of 1,174 km from NORESS in an area of low population density and little or no
industrial activity. The array sensors are deployed on gabbro, which is mostly
exposed since the soil cover is nonexistent or very thin (up to 0.5 m). The short-
period seismometers are located in drums placed on the surface and covered with
turf and moss, and the broadband instrument is in a 50 m deep borehole. Otherwise,
the ARCESS field installation closely resembles that of NORESS: the geometries
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FiG. 3. NORESS transfer functions (velocity sensitivity) for (from left to right) the long-period,
intermediate-period, short-period, and high-frequency band.

are nearly the same (deviations of the order of a few tens of meters in relative
sensor positions exist due to adjustment to local terrain), and the seismic systems
with sensors and other electronic components are identical.

All data from the field installations of NORESS and ARCESS are collected
by the hub processors at the central sites and transmitted in real time to the
NORSAR data processing center at Kjeller. NORESS data are transmitted over
a 64 Kbits/sec land line, whereas a domestic satellite link with the same capacity is
used to transmit ARCESS data. At Kjeller, the data are acquired on cyclic disk
buffers that hold 72 hr of data for each array, processed, and permanently archived
on magnetic tapes (on 8 mm video cassettes from February 1990). In this way, data
from the last 3 days can be directly accessed from disk, whereas any data can be
retrieved from the archive. NORESS and ARCESS data contain a substantial
amount of environmental information (temperatures, humidities, wind speed, and
direction), as well as state-of-health and instrument calibration data, which are
being analyzed automatically at Kjeller to assist in detecting system malfunction.
The total amount of data generated by each array per day and stored in the archives
is approximately 400 Mbytes.

AUTOMATIC DATA PROCESSING

With the amount of data received continuously from arrays like NORESS, it is
of paramount importance that reliable schemes for fully automatic event detection
and location in near real time be developed and implemented. The development
of such algorithms and procedures for NORESS went in parallel with the array
design work in the early 1980s. The RONAPP (Regional ON-line Array Processing
Package) code, described in Mykkeltveit and Bungum (1984) was the result of these
efforts. In short, RONAPP detects phase arrivals using an STA/LTA detector
applied to a number of beams, estimates arrival azimuth and apparent velocity for
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the signals detected, and associates P and S arrivals for event location. Figure 4
serves as an illustration of this procedure. It shows NORESS data for a presumed
nuclear explosion in the White Sea region of the USSR on 18 July 1985, at a
distance of 1,550 km from NORESS. RONAPP detected Pn, Sn, and Lg arrivals
from this event, as indicated in the figure. The information on arrival azimuth and
apparent velocity derived by computing frequency-wavenumber spectra for short
data segments around the arrival times is used together with standard travel time
tables to identify the phases and locate the event.

The RONAPP processing package has evolved through several generations into
the version currently in use. The main underlying ideas, however, remain the same
as those described in detail in Mykkeltveit and Bungum (1984). In the following
description of the current version of the package we, therefore, focus on those
aspects that have undergone changes since 1984 in light of experience gained.

Signal Detection

The NORESS and ARCESS detection processing is similar to that of most other
arrays: to enhance weak signals, a number of filtered beams (steered toward various
hypothetical epicentral locations) are computed in real time and subjected to a
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Fi1G. 4. The figure shows data from the vertical short-period sensor at NORESS site A0 for an
explosion in the White Sea region of the USSR on 18 July 1985. (ISC solution: origin time of 21.14.57.7;
epicenter at 65.96°N, 40.86°E; depth of 0 km; m;, = 5.1). Also shown are broadband frequency- wavenumber
spectra computed for the short data windows (indicated on tep of the trace) centered around the onsets
of the Pn, Sn, and Ig arrivals,
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conventional STA ‘LTA detector. Whenever the STA/LTA ratio exceeds a preset
threshold, a detection is declared. When the threshold is exceeded for several beams
within a 4-sec-long window, only one detection is declared, and it is attributed to
the beam with the highest STA/LTA ratio.

The real challenge in the design of the detector is the selection of a proper beam
deployment with associated detection thresholds. Figure 5 serves to illustrate some
of the considerations involved. It shows NORESS daia from a small event in
western Norway, at an epicentral distance of approximately 350 km. The regional
phases Pn, Pg, Sn, and Lg are clearly seen after enhancement by filtering the data
in widely different frequency bands and also by displaying different components of
the three-axis station at site A0. It is found for this particular event and many other
events as well that the Pn and Pg phases are best observed on vertical channels,
but in different frequency bands (here: 10 to 16 Hz for Pn and 3.5 to 5.5 Hz for Pg).
The Lg phase stands out clearly in the 1 to 2 Hz band, also on vertical channels.
The onset of the Sn phase, however, is very often found to have an impulsive
character on the horizontal channels and in a relatively high filter band (here: 5 to
8 Hz). These examples show that a beam deployment designed for detection of
regional phases must include several beams filtered within different narrow fre-
quency bands for each steering direction. It is also important to utilize the horizontal
components of the three-component stations for detection of phases like Sn.

The NORESS beam deployment in use since 13 April 1989 is given in
Table 1. It is composed of 76 beams, of which 66 are conventional, coherent ones.
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Fic. 5. NORESS data for a small event in western Norway at epicentral distance 350 km. The
various regional phases are enhanced by frequency filtering in different passbands, as explained in the
text. AOZ denotes the vertical component of the short-period sensor at the array center, whereas AOE is
the horizontal east-west component at the same site.
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TABLE 1
NORESS BEaM DEPLOYMENT
Beam Velocity Azimuth Filter Band Threshold Configuration

NoO11 99999.9 0.0 0.5- 1.5 4.0 D
No021 99999.9 0.0 1.0- 3.0 4.0 CD
NO031 99999.9 0.0 1.5- 3.5 4.0 CDh
N032-037 11.0 * 1.5- 35 4.0 CD
No038 15.8 80.0 1.5- 3.5 3.5 CD
No039 10.0 30.0 1.5- 3.5 3.5 CD
No4r 99999.9 0.0 2.0- 4.0 4.0 CDh
N042-047 102 * 2.0- 4.0 4.0 CD
N048 15.8 80.0 2.0- 4.0 3.5 CD
N049 10.0 30.0 2.0- 4.0 3.5 CD
N051 99999.9 0.0 2.5- 4.5 4.0 BCD
N052-057 8.9 * 2.5- 4.5 4.0 BCD
N058 15.8 80.0 2.5- 4.5 3.5 BCD
N059 10.0 30.0 2.5- 4.5 3.5 BCD
No61 98999.9 0.0 3.0- 5.0 4.0 BCD
N062-067 10.5 * 3.0- 5.0 4.0 BCD
N068 15.8 80.0 3.0- 5.0 3.5 BCD
N069 10.0 30.0 3.0- 5.0 3.5 BCD
NO71 99999.9 0.0 3.5- 5.5 4.0 BC
NO072-077 11.1 * 3.5- 5.5 4.0 BC
N081 99999.9 0.0 4.0- 8.0 4.0 BC
N082-087 9.5 * 4.0- 8.0 4.0 BC
No091 99999.9 0.0 5.0-10.0 4.5 BC
N092-097 10.5 * 5.0~10.0 4.5 BC
N101 99999.9 0.0 8.0-16.0 4.5 AB
N102-107 9.9 * 8.0-16.0 4.5 AB
NHO01 99999.9 0.0 2.0- 4.0 24 ne
NHo02 99999.9 0.0 3.5- 5.5 24 ne .,
NHO03 99999.9 0.0 5.0-10.0 24 ne
NHO04 99999.9 0.0 8.0-16.0 2.5 ne
NVo01 99999.9 0.0 0.5- 1.5 2.5 D
NV02 99999.9 0.0 1.0- 2.0 2.5 C
NVO03 99999.9 0.0 1.5- 25 2.5 C
NV04 99999.9 0.0 2.0- 3.0 2.5 C
NVO05 99999.9 0.0 2.0- 4.0 2.4 C
NV06 99999.9 0.0 3.5- 5.5 2.4 C

The table gives name of beam, steering velocity (in km/sec), steering azimuth (in °), filter band (in
Hz), STA/LTA threshold, and subconfiguration (in terms of which rings are included; the sensor at the
central site A0 participates in all beams). The NH01-04 beams are incoherent and use the eight
horizoatal channels (ne in the table, for north-south and east-west) of the stations at A0, C2, C4, and
C7. The NV01-06 beams are also incoherent, and use vertical sensors as indicated. The remaining beams
are conventional, coherent ones, using vertical channels only. The six coherent beams NH032-N037 are
identical except for the steering azimuths, which have values of 30°, 90°, 150°, 210°*, 270°, and 330°,
respectively. The same pattern repeats for other coherent beams further down the table and is indicated
by an asterisk in the azimuth column. Four special coherent beams are steered toward each of the test
sites at Semipalatinsk and Novaya Zemlya (at azimuths of 80* and 30°, respectively).

These 66 beams are aimed at detection of P phases at all frequencies, and are
designed and deployed in accordance with the criterion that the gain loss due to
mis-steering should be less than 3 dB for any signal from any direction, arriving at
NORESS with an apparent velocity above 6.0 km/sec. The subconfiguration defined
for each of these beams is the one that has been found to provide the best SNR
gain for the frequency band in question (see Kvaerna, 1989). Incoherent beams are
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particularly suited for detection of secondary phases, which are often of an emergent
nature. Ten such beams are included in the NORESS beam set, and are specifically
aimed at detecting Sn (beams NH01-04) and Lg (beams NV01-06) arrivals. Details
on incoherent beamforming are given in Ringdal et al. (1975).

The determination of detection thresholds needs special attention, and one
important aspect is the balancing of thresholds between the coherent and inco-
herent beams. The thresholds given in Table 1 were determined on the basis of
operational experience as well as theoretical considerations on false alarm rates.
Details of how this was done are given in Kvaerna et al. (1987).

The beam set used at NORESS during 1 January 1985 to 13 April 1989 comprised
20 beams (see Ringdal, 1990), of which three were incoherent, and with individual
thresholds very similar to the ones of the new beam set. The “old” beam deployment
resulted in approximately 50,000 detections/yr, and the new and more extensive
beam set has caused an increase in the number of detections, mainly due to an
improved beam coverage for high frequencies. The ARCESS beam set is, since 1989,
identical to that of NORESS, except for the steering parameters of the special
beams directed toward Novaya Zemlya and Semipalatinsk. The number of detec-
tions on ARCES® exceeds that of NORESS (see Bratt et al., 1990).

Estimation of Signal Attributes

Following the detection of a signal, best estimates of the arrival time, signal
frequency, and amplitude are obtained as outlined in Mykkeltveit and Bungum
(1984). A frequency-wavenumber (f-k) spectrum is then computed for a 3-sec-long
time window, starting 0.5 sec before the detection time. Initially, the narrow-band
f-k method described in Capon (1969) was used, but in 1989 & wide-band method
described by Kveerna and Doornbos (1986) was adopted. This analysis gives esti-
mates of the arrival azimuth and apparent velocity of the detected signal. The signal
is classified as P or S, corresponding to the apparent velocity being above or below
6.0 km/sec, respectively. In addition, various attributes characterizing the particle
motions are extracted from the three-component stations, in accordance with a
scheme devised by Jurkevics (1988). These attributes can be useful to distinguish
Pn phases from Pg and Sn phases from Lg, although consistent separation is
difficult to achieve.

Phase Association and Event Location

Simple rules and procedures are used to associate regional phases and determine
event locations, based on the signal attributes estimated during the postdetection
processing. These rules and procedures are given explicitly in Mykkeltveit
and Bungum (1984). Modifications since then have essentially amounted to the
following:

* Polarization information from the three-component stations is used in an
attempt to determine whether a P arrival is Pn or Pg, and whether an S arrival
is Sn or Lg.

* All regional signals with a phase assignment are used in the event location
(previously only Pn and Lg were used). Events are located using the TTAZLOC
algorithm by Bratt and Bache (1988).

* Phases are associated if their arrival azimuths deviate by less than 30° (previ-
ously 20°), and arrivals with apparent velocities exceeding 12 km/sec are not
considered regional and are not used in event location.




REGIONAL ARRAYS IN SEISMIC VERIFICATION RESEARCH 1787

Experience from more than 5 yr of continuous operation of NORESS (and more
than 2 yr with ARCESS) has shown that the procedure described in this chapter is
successful in completely automatically detecting and locating with a reasonable
accuracy a substantial number (typically 10 to 20 per day, depending on day-of-
week) of small regional events. In particular, we want to emphasize that it has
proved to be possible to design the detector, with its beam definitions, associated
thresholds, etc., in such a way that detections are declared in the routine processing
for almost all regional phases that can be caught by the human eye (including those
that can only be seen on the beams), without causing a high number of irrelevant
detections, e.g., in the codas following the phase onsets. Too many detections will
generally cause degradation of the performance of the phase association and event
location steps. Figure 6 serves to illustrate this point. It shows the final output from
the automatic processing of NORESS data from a mining explosion in Estonia, at
an epicentral distance of 795 km. The Pn, Sn, and Lg phases have been detected
and identified as such and subsequently used in the event location step. The Pn
arrival was detected on the N073 beam with an STA/LTA ratio of 5.3. This beam
is shown as trace no. 2 from the bottom of the plot. It has a steering azimuth of
90°, which is close to the azimuth of 96.5° estimated by the f — %k analysis for this
phase. The Sn phase was detected on beam NHO02 (this beam is not shown), and
the Lg phase was detected on beam NV04, which is displayed in the form of a
coherent beam as the bottom trace in Figure 6. Two additional detections in the Lg
coda (indicated by small arrows above the upper trace) show Lg-type phase velocities
and cause no difficulties in the automatic phase association and event location
steps.

In addition to the regional arrivals, many teleseismic signals are detected by
NORESS and ARCESS. In fact, the beam deployment in Table 1 was designed also
with the teleseismic detection performance in mind, and several studies (e.g.,
Ringdal, 1990) have testified to the excellent capabilities of NORESS and ARCESS
in this regard. Fluctuations in the seismic noise field alsp give rise to many detections
at both NORESS and ARCESS, and these are usually characterized by very low
(Rayleigh-type) apparent velocities. Kvaerna (1990) has demonstrated that one class
of such detections at NORESS can be correlated with the waterflow in a nearby
major river.

CaPABILITIES OF NORESS anD ARCESS

In this section, we will review and assess the individual capabilities of NORESS
and ARCESS to detect and characterize regional signals, as well as their ability to
locate regional events.

Signal Detection Capabilities

Numerous investigations have testified to the excellent capabilities of NORESS
and ARCESS to suppress the noise and thus obtain considerable beamforming gain.
NORESS noise suppression spectra taken hourly during a 1-week period in July
1986 are shown in Figure 7. A noise suppression spectrum is estimated as the ratio
of the beam power spectrum to the average power spectrum, taken over all contrib-
uting sensors. For the specific subconfiguration (A0, C- and D-ring sensors) used
in Figure 7, the noise suppression is particularly effective in the 1.3 to 2.7 Hz band,
where the suppression exceeds the VN level expected for uncorrelated noise by up
to 6 dB. The trend of the noise suppression curves in this frequency interval is the
frequency-domain manifestation of the negative correlations observed in the curves
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F16. 6. NORESS event processor plot for a mining explosion in Estonia. The plot shows data for the
vertical channels of A0 and all instruments in the B- and C-rings. The two bottom traces are the beams
on which the Pn (beam N073) and Lg phase (beam NV04) were detected. Note that the incoherent beam
is plotted here as a coherent beam, but with the steering delays, filters, and configuration as defined for
the incoherent beam. Vertical bars across the panel indicate detected phases that are used in the
TTAZLOC scheme (Bratt and Bache, 1988) to locate the event. Bulletin information is given in the
upper line on top of the traces. The second line contains information pertinent to the Pn phase.

in Figure 1. Additional details on the NORESS noise suppression capabilities are
found in Mykkeltveit et al. (1990), where it is also demonstrated that these
capabilities are stable over time, and furthermore show no strong dependency on
the actual noise level. Noise level variations at NORESS have been extensively
studied by Fyen (1990).

Taking also signal correlations into account, Kveerna (1989) has conducted a
study to determine the achievable P phase SNR gains at NORESS for various
frequencies. He concludes that, by carefully choosing the proper subgeometry at
different frequencies, gains exceeding 10 dB can be consistently achieved over
almost the entire band 0.5 to 10 Hz, with the highest average gains of 12 to 14 dB
being obtained in the 1 to 4 Hz band.

The capability of NORESS and ARCESS to detect regional signals can be inferred
from comparison with network bulletins for the region under study. Adopting the
regional bulletin published by the University of Helsinki as a reference, we have
associated P phases detected at ARCESS during January to March 1988 with events
reported in this bulletin from the region of southern Finland and the surrounding
areas of the western USSR, with epicentral distances relative to ARCESS in the
range of 800 to 1200 km. Figure 8 gives a histogram of the number of reference

e
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Fig. 7. The figure shows 168 NORESS noise suppression spectra taken hourly during a 1-week period
in July 1986. The subgeometry used comprises the A0, C-, and D-ring sensors. The horizontal line
indicates the N (N = 17 in this case) suppression level.

events at each magnitude with the events detected by ARCESS marked specially.
The figure further contains a detection probability curve with associated confidence
limits, estimated by the maximum likelihood method of Ringdal (1975). We note
that the 90 per cent P-wave detection capability in the region studied is close to
M,, = 2.5. This can be compared to the NORESS threshold of M, = 2.7 found by
Ringdal (1986) for detection of P waves for events in the same region. If the criterion
is relaxed to detection of either a P or an S arrival, the 90 percent detection
threshold is approximately 0.2 magnitude units lower.

The Novaya Zemlya Test Site is located at regional distance relative to both
ARCESS and NORESS, and it is therefore of special interest to take a closer look
at signals from this site. Figure 9 shows data for an m, 5.9 (NEIC) explosion on
4 December 1988, for both ARCESS and NORESS. For both arrays, raw (upper
trace) and filtered data (lower trace) in the 5 to 10 Hz band are shown for the
sensor at C1. The P wave was detected at ARCESS with an STA/LTA of 9136
{filter band of 3 to 6§ Hz for the detecting beam), and at NORESS with an
STA/LTA of 796 (filter band of 2.5 to 4.5 for the detecting beam). While the
ARCESS detection capability is definitely better than that of NORESS for Novaya
Zemlya, the difference is not as large as indicated by the STA/LTA values. Thus,
the reason for the low value for NORESS is partly that the first P arrival has a low
amplitude relative to the main phase that arrives about 4 sec later. The maximum
P amplitude is, in fact, similar for NORESS and ARCESS, even though the distance
to NORESS is twice as large as the distance to ARCESS (20° and 10°, respectively).
A comparison of the amplitudes of the data filtered in the 5 to 10 Hz band shows
that the higher frequencies attenuate rapidly with distance. The secondary phase
seen at ARCESS in Sn; the Lg phase is absent, most likely due to structural
inhomogeneities and lateral variation of sediment thicknesses in the Barents Sea
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ARCESS P-PHASE DETECTION

REFERENCE HELSINKI BULLETIN JAN-MAR 88
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Fic. 8. P-phase detection statistics for ARCESS for regional events in the distance range from 800
to 1,200 km, using the Helsinki Bulletin as a reference. The upper part of the figure shows the distribution
of events by magnitude with detected events corresponding to the hatched columns. The bottom part of
the figure shows the estimated detection probability curve as a function of magnitude, with the observed
detection percentages marked as asterisks. The stippled curves mark the 90 per cent confidence limits.

(Baumgardt, 1990). At NORESS, no secondary phases are readily visible in Figure
9, but at closer examination a weak Sn phase is seen in a low-frequency passband.

Comprehensive studies on spectral characteristics of regional phases in Fenno-
scandia have been carried out by several workers (see, e.g., Suteau-Henson and
Bache, 1988; Ringdal et al., 1990).

Signal Estimation Capabilities

As mentioned in the previous chapter, a broadband f-k estimator (Kvaerna and
Doornbos, 1986) has replaced the narrow band f-k analysis technique in the signal
estimation stage of the on-line data processing of NORESS and ARCESS data.
Before this was done, the performance of the two techniques was compared on
several different data sets. One such set was a suite of 10 chemical explosions at a
dam construction site (Blasjg) in southern Norway at a distance of 301 km from
NORESS. The two analysis techniques were applied to the Pn, Sn, and Lg phases
from the events, and the results in terms of estimated arrival azimuth and apparent
velocity are shown in Figure 10. It is readily seen that the broadband method offers
more stable results than the narrow-band technique for all phases. The separation
between the Sn and Lg phases in quite clear for this data set. It is difficult, however,
in general to separate Sn and Lg based on apparent velocities alone.
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Fi6. 9. NORESS and ARCESS data for the sensor at C1 for a nuclear test at Novaya Zemlya on
4 December 1988. Data are shown both unfiltered (upper trace) and f{iltered in the band 5 to 10 Hz
(lower tracz) for both arrays.

Our experience with this broadband estimator is in general very good, and it
appears to be the best tool currently available for estimation of arrival azimuth and
apparent velocity from NORESS and ARCESS data. Occasionally though, it is
observed for events with known epicenters that the estimates deviate substantially
from the true values, and deviations as large as 10° to 15° are observed for certain
source regions even at high signal-to-noise ratios. These arrivals are coming in off
azimuth due to structural inhomogeneities along the propagation path, and the
estimates just reflect true propagation characteristics.

The three-component stations at NORESS and ARCESS can also be used to
infer slownesses. These are, however, less accurate than those obtained by the
f-k analysis using the vertical sensors of the array, particularly at low values of
SNR (see Harris, 1990; Henson, 1990). In addition, three-component estimates are
susceptible to surface topography (@degaard et al., 1990). However, polarization
information derived from three-component stations can aid in the classification of
the phases {Jepsen and Kennett, 1990).
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FI1G. 10. The figure shows the results of the narrow-band (left) and broadband (right) f-k estimator
applied to the Pn, Sn, and Lg phases observed at NORESS from a suite of 10 chemical explosions at a
dam constructicn site in southern Norway. The processing frequencies for the narrow-band method were
7 Hz for Pn and 4 Hz for Sn and Lg. For the broadband method, estimates are given for the frequency
intervals of 5.25 to 8.75 Hz for Pn and 3 to 5 Hz for Sn and Lg.

Event Location Capabilities

In order to accurately locate regional events using one-array data, both the
epicentral distance and event azimuth must be reliably determined. The epicentral
distance is determined on the basis of the travel-time difference between the various
regional phases. Our operational experience indicates that the key issue in this
regard is the proper assignment of phase types (Sn, Lg, and Rg) for the S waves
detected. When only one S wave has been detected, it may be very difficult to decide
whether it is an Sn or Lg arrival. An illustration of this is provided in Figure 11,
which shows the relative strength of Sn and Lg for six events recorded on a short
period sensor of the NORSAR array (the NORSAR array is co-located with
NORESS). Figure 11 shows that Lg is strongly attenuated for certain propagation
paths (as alsc observed in Figure 9 for the Novaya Zemlya to ARCESS and NORESS
paths), and that Sn likewise is sometimes not seen at all (event 1). It is well known
that these differences are related to structural inhomogeneities along the propaga-
tion paths.

A misidentification of Sn as Lg (or vice-versa) will easily cause an error in the
epicentral distance estimate of several hundred kilometers. However, when phase
types are correctly assigned, the epicentral distance can usually be determined to
within a few tens of kilometers. As a rule or thumb, an error of 1 sec in the travel-
time difference between an S and a P phase results in an error of 6 km in the
epicentral distance. The accuracy in the travel-time difference largely depends on
how well the arrival time of the S phase can be determined, and emergent arrivals
represent a problem in this regard. When the phase onsets can be as reliably
determined as shown in the example in Figure 6, however, the travel-time tables
used become the limiting factor for accurate determination of epicentral distance.

Figure 12 shows azimuth residuals for Pn phases detected at NORESS during
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F16. 11. Ilustration of variation of relative importance of the phases Sn and Lg for six events with
locations as indicated in the map. The standard group velocities of 4.5 and 3.5 km/sec, commonly
assigned to Sn and Lg, respectively, are marked by dashed lines. The upper three traces cover the
distance interval of 480 to 550 km, while the lower three traces correspond to epicentral distances in the
range from 1,225 to 1,320 km. The location of the NORSAR array is denoted by a ring on the map, and

the traces are from NORSAR seismometer 02B01. The data are bandpass-filtered 1 to 5 Hz. The
reduction velocity is 8.0 km/sec.

1985 to 1988. The data were derived as follows: the NORESS detection lists were
searched for Pn phases that could be associated with regional events reported in
the Helsinki bulletin for this 4-yr period. The NORESS detection lists provide
information on the arrival azimuth estimated for these Pn phases. The azimuth
residuals (estimated azimuth minus “true” azimuth) were computed and averaged
on & grid of 1° X 2° blocks (north-south and east-west, respectively). These average
values are then represented as shown in the figure. For some of the blocks in the
Estonian-Leningrad region of the USSR, averaging is done over several hundred
azimuth residuals. Figure 12 shows that the azimuth residuals are moderate (less
than 2.5° in absolute value) for large geographical areas, but there are also areas
with complicated behavior, like the Estonian-Leningrad region. We note that the
arrival azimuths derived during 1985 to 1988 were computed using the narrow-band
f-k method, and that the broadband method currently being used is likely to cause
a reduction in the absolute values of the residuals. In any case, the event locations
will inevitably reflect such arrival azimuth uncertainties, and some kind of regional
calibration will be needed (e.g.,, by taking information such as presented in
Figure 12 into account and correcting the arrival azimuths accordingly).

NETWORK OF NORESS-TYPE ARRAYS

We have seen in the previous chapter that single-array event locations may
deviate from true locations by typically several tens of kilometers and even more, if
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phases are incorrectly assigned. The next step to improve the event location
capability would be to install a network of NORESS-type arrays. This effort started
with the installation of the ARCESS array in 1987, and continued with the
deployment of the somewhat smaller FINESA array in Finland (Uski, 1990) in
cooperation with the University of Helsinki, and the GERESS array in the Federal
Republic of Germany (Harjes, 1990). Data from FINESA are since 1 January 1990
available in real time at the NORSAR data processing center at Kjeller and are
being processed in the same way as data from ARCESS and NORESS. (The first
version of the FINESA array was installed in 1985, but before 1 January 1990 data
were recorded in trigger mode and on tapes at the array site only.) Data from
GERESS will be available from the summer of 1990 and will also be transmitted to
Kjeller for on-line processing.

We report here on the findings of an investigation where data recorded at FINESA
during experimental operation in March 1988 were used together with NORESS
and ARCESS data in assessing the capabilities of this three-array network in
locating events in the Fennoscandian region. A set of 10 events, for which there
was at least one detected phase for each array, was selected for an event location
experiment. The events are listed in Table 2 and shown in Figure 13. The
event magnitudes range from less than 2.0 to 3.2. The epicentral locations for
the 10 events are taken from the Helsinki bulletin.

The continuous processing of data recorded at each of the three regional arrays
provides (among others) estimates of arrival times, arrival azimuths, and indication
of phase type, as explained in the previous chapters. These parameters together
with the associated uncertainties were used as input to the TTAZLOC program
developed by Bratt and Bache (*988). TTAZLOC incorporates the arrival time and
azimuth data into a generalized-inverse location estimation scheme, and can be
applied to both single-array and multiple-array data. Table 2 gives the results of
the location experiment. On the average, the joint three-array locations deviate
from the network locations published in the Helsinki bulletin by 16 km. Two-array

TABLE 2
TTAZLOC LOCATION EXPERIMENT RESULTS

Network Average Average

Magnitude No. of ’I'h“rec-Ar:ay 2-Array L-Array

Event No, . . Mg Phases Ertor “Error” “Error”
Latitude Longitude Used (km) (km) tkm)
1 67.1 20.6 <2 5 19 31 36
2 59.5 26.5 2.5 8 9 8 39
3 60.93 290.19 24 6 34 34 34
4 59.5 25,0 2.3 8 8 238 95
5 63.2 27.8 2.5 6 32 31 41
6 58.33 10.93 2.7 7 16 24 44
7 69.6 29.9 2.9 8 4 13 45
8 59.3 212 23 5 15 36 108
9 59.72 5.62 3.2 6 9 51 179
10 69.2 34.7 2.6 5 15 12 57
Average over 10 events 16 26 68

Results from TTAZLOC location experiments using data from NORESS, ARCESS, and FINESA.
Epicentral locations are given as reported in the Helsinki Bulletin for a set of ten regional events that
occurred between 12-18 March 1988, The table gives the deviation from these reference locations, as
inferred from the TTAZLOC experiment described in the text,
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Fic. 13. The map shows the location of the three regional arrays NORESS and ARCESS in Norway
and FINESA in Finland, as well as the location of the 10 events used in the TTAZLOC location
estimation experiment.

and one-array locations were computed for all combinations of events and array
subnetworks, also using the TTAZLOC algorithm. The resulting average deviations
from the network solutions are 26 and 68 km, respectively. Bratt and Bache (1988)
and Bratt et al. (1990) have also considered event mislocations using one-array and
two-array data, and their results agree well with those reported here.

We see that the result for two-array locations represents a significant improve-
ment over one-array locations, and that there is a further improvement when
invoking data from three arrays. We consider the results reported here as quite
promising, when considering the following:

* The arrival times used were those determined automatically by the on-line
processing. It is conceivable that human intervention for adjustment of arrival
times and/or refinement of the automatic procedure would improve the location
estimates.

* Only standard travel-time tables for the phases Pn, Sn, and Lg were used. The
introduction of regionalized travel-time tables is likely to result in improve-
ments.

* Master event location schemes of various kinds hold considerable promise and

are expected to further enhance the capabilities of accurately locating regional
events.

DiSCUSSION AND PERSPECTIVES FOR THE FUTURE

This paper has summarized the main results from 10 yr of research at NORSAR
on regional arrays and their capabilities in detecting and characterizing seismic
phases from events at regional distance. Assessments have also been given of the
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accuracy in determination of event locations from one-, two-, and three-array data.
In summary, we have found that P waves from events in the magnitude range 2.5
to 2.7 at distances around 1,000 km are detected with a probability of 90 per cent,
that the detector can be tuned so as 1o ensure detection also of emergent S-wave
arrivals, that the important signal attributes of regional phases (like arrival azimuth,
apparent velocity, state of polarization, etc.) can be adequately characterized using
a broadband f-k estimator on the vertical sensors of the array in combination with
techniques for analysis of three-component data, that the regional phases can be
associated with a set of simple rules, and finally, that regional events can be located
with an accuracy of the order of 15 km when data from a network of three arrays
are used. It is noteworthy that these results are all obtained from fully automatic
data processing, i.e., without human intervention of any kind.

Throughout this paper, we have dealt with the issue of formulating rules that can
be used in the automatic data processing. Such rules are generally suitable for the
application of artificial intelligence technologies in the form of so-called expert
systems. While several such systems have been designed and experimentally applied
to processing of regional array data (e.g., Mason et al., 1988; Hiebert-Dodd, 1989),
the most ambitious development so far is the Intelligent Monitoring System (IMS),
described by Bache et al. (1990). The aim of the IMS is to automate as much as
possible the seismic data interpretation process, thus taking advantage of results
such as those reported in this paper. It is currently being developed into a complete
system for integrated, automatic processing of data from a network of regional
arrays and single stations. The first version of the IMS has been operated at the
Center for Seismic Studies in Arlington, Virginia, and at NORSAR since the fall of
1989. Initial results for the performance of IMS on data from NORESS and
ARCESS are given by Bratt et al. (1990).

The deployment of advanced regional arrays, and the associated development and
implementation of automated and increasingly powerful data processing techniques,
represents one of the major advances in the field of seismic monitoring in recent
years. Arrays of the NORESS/ARCESS design have demonstrated capability to
lower the detection threshold by more than 0.5 magnitude units over a wide range
of signal frequencies relative to traditional seismic stations. Furthermore, such
regional arrays provide reliable phase identification and azimuth estimates that are
particularly useful in locating weak events that are detected by only a few stations.
In a seismic monitoring context, these are precisely those events that will need to
be given the most emphasis.

Still, the process of exploiting the full potential of regional arrays is only at its
beginning. Much research remains to be done in developing methods for integrated
processing of data from a regional network composed of arrays and three-component
stations, and to assess its capabilities in a seismic monitoring context.

An essential aspect will be the further development of advanced processing
technology to handle the data acquisition and quality control, data base organiza-
tion, automatic interpretation, and interactive computer graphics that will be
required in an actual monitoring situation. From a seismological point of view,
research topics to be addressed will include:

Signal processing: An important task will be to improve current methods
for automatic detection, phase identification, and onset time determination, with
particular emphasis on Sn and Lg phases. Methods should be developed to ex-
ploit the potential for array processing of three-component recordings offered by
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NORESS-type arrays and to improve polarization analysis techniques at low SNR.
There is a need to address the problem of how to automatically resolve multiple
events, i.e., two or more events with detected phases that are intermixed in time
(e.g., multiple mining explosions).

Regional cclibration: An important aspect is the development of region-specific
corrections for travel-time and azimuth anomalies. Furthermore, as attenuation
characteristics of various seismic phase types (Pn, Pg, Sn, Lg, and Rg) are highly
path-dependent, it will be essential to accumulate regional-specific knowledge in
this regard. This will also contribute to the establishment of consistent regional
magnitudes scales, which should be developed and calibrated for compatibility with
teleseismic magnitude.

Master event techniques: The most powerful method currently available to
obtain very precise epicenter and depth estimates is joint hypocentral determination
using well-recorded master events. This concept should be systematically extended
to more general script-based pattern matching techniques, using the full array
capabilities and incorporating both time domain and frequency domain features.
This would be particularly useful to monitor specific mining locations and test sites,
and should be accompanied by optimized beam and filter settings for such areas of
special interest. The method for continuous threshold monitoring (Ringdal and
Kveerna, 1989) should be further developed and applied in such a context.

Source identification: Although efforts to develop regional discriminants so far
have met witn little success, this essential research should be pursued, aiming at
obtaining systematic rules, developed on a region-specific basis. An important task
will be to identify mining shots, and the very promising approach of characterizing
spectral attributes of ripple-fired explosions should be given particular attention.
The use of regional surface waves (e.g., Rg) in source identification is also an
important area of further research.

The key to further progress in this field would appear to be development and
application of regional-specific knowledge, both for the purpose of detection, loca-
tion, depth estimation, and source characterization. Much of the necessary knowl-
edge can only be obtained through experimental operation over an extended period
of time. The regional array network now being developed will in a unique way
contribute to the establishment of such a knowledge base. The associated data
management and processing facilities will ensure the availability of the data and
the dissemination of the accumulated knowledge, and will thus aid in future efforts
directed toward these research goals.
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DESIGN AND SITING OF A NEW REGIONAL ARRAY IN
CENTRAL EUROPE

By HaNs-PETER HARJES

ABSTRACT

In recent years, increased interest has emerged in the evaluation of high-
frequency seismic signals from events at regional distances. Small-sized and
many-element arrays, like NORESS in Scandinavia, have proven capable of taking
advantage of the very efficient propagation of high-frequency seismic phases.

After an extensive field survey, the Bavarian Forest (BF) area at the south-
eastern border of the Federal Republic of Germany with Austria and Czechoslo-
vakia was chosen as a target region to install a NORESS-type array. The BF
area—as part of the Bohemian Massif-—represents the largest outcropping
crystalline complex in Central Europe.

Detailed noise measurements show average values for the power spectrum
slightly lower than 1 nm?*/Hz at 1 Hz and a fairly smooth decay proportional to f ~*
per decade up to 40 Hz, leading to a value of 10~* nm?/Hz at 10 Hz and
10~ nm?/Hz at 20 Hz. Diurnal variations due to industrial noise sources, such
as saw mills, are primarily found in the 4 Hz to 10 Hz band. Compared to Scan-
dinavia, the noise fevel in Central Europe is comparable or even lower for fre-
quencies about 1 Hz, but it is about a decade higher at 10 Hz and above.

The spatial correlation properties of noise and signals were investigated using
data from a temporary 9-element array with a diameter of 3 km. In the 1to 2 Hz
band, the noise coherence values drop to 0.25 at interstation distances of 800 m
and in the 2 to 4 Hz band at 400 m, respectively. There is no clear evidence for a
negative noise correlation distance at these freguencies. Signal coherence in the
same frequency bands proved to be excelient (>0.9) for all regional phases over
the 3 km aperture of the test array.

The final configuration of the new regional array in the BF area—named
GERESS—has been selected as a slightly enlarged NORESS-type ring geometry
with an innermost radius of 200 m and with a large radius of about 2,000 m.

INTRODUCTION

Since the establishment of the Graefenberg (GRF) array in 1980, array research
in Germany has focused on teleseismic data, due to the broadband instrument
response with a high-cut filter at 5 Hz and average interstation distance of more
than 10 km. In recent years, increased interest has emerged in the evaluation of
high-frequency signals from events at regional distances. Small-sized and many-
element arrays like NORESS have proven capable of taking advantage of the very
efficient propagation of high-frequency seismic phases. Together with a similar
recently installed array in Northern Norway (ARCESS), the proposed array in
Southern Germany (tentatively named GERESS = GERman Experimental Seismic
System) would comprise an array network with nodes at roughly 1,000 km intervals.
Such a configuration is particularly suited for automated location procedures
applying antenna theory, and it is relevant in view of a possible deployment of “in-
country” seismic systems for surveillance of a possible future nuclear test ban treaty.

In Central Europe, a siting survey has to carefully investigate noise sources due
to the dense population, high traffic, and various industries. Apart {rom the local
noise conditions, a sufficient number of seismic signals from different azimuths
should be recorded and evaluated to assess the propagation of high-frequency
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signals, especially across tectonic boundaries like the Tornquist-Teisseyre suture
between the Russian Platform and Western Europe or the influence of the Alps on
signals originating from the Mediterranean earthquake region.

After describing the site survey, a typical noise power spectrum, taken from
data recorded in Southern Germany, will be compared with spectral noise condi-
tions in Scandinavia. A low-noise profile is only one condition for a reasonable
array site. Equally important is the transfer function of the receiver crust that
influences the signal characteristics and the signal-to-noise ratio. Unlike the fairly
homogeneous Scandinavian shield, the geologic conditions in Central Europe are
rather complex, reaching from thick alluvial sediments in the North German
Basin which is separated by the Variscan mountain front from the Alpine
foreland to the Alps itself. Besides the Black Forest at the Eastern Rhinegraben,
the Bavarian Forest area at the border to Czechoslovakia and Austria represents
the largest outcropping crystalline block in Germany. This region is particularly
suited for an array installation of the proposed kind, as has been demonstrated by
the excellent detection capabilities of conventional seismic stations in Austria and
Czechoslovakia.

In the section on “Array Design,” signal and noise correlation measurements in
the Bavarian Forest area will be described that are used as important constraints
for the array design. For this purpose, a nine-element array was operated temporarily
around the site where the lowest noise values were found previously. From these
measurements, the final geometry of the GERESS array was determined and its
array response is compared with the existing Scandinavian arrays. A preview on
the installation schedule of the new array will be given in the “Discussion and
Preview” section, including information on the type of instruments and the data
acquisition units used.

SITE SURVEY

Field work was carried out initially in October 1987 and then continuously from
April to July 1988. Some additional data were collected later in 1988 to assess the
long-term variability of noise conditions and to calibrate the results with data from
well-defined events (e.g., JVE explosions in Nevada and Kasakhstan).

Unlike NORESS, which is built within a subarray of the large teleseismic
NORSAR array, it was not possible to collocate the new high-frequency array with
an existing GRF subarray because the latter teleseismic broadband array is placed
on a sedimentary column that strongly attenuates high frequencies. As shown in
Figure 1, the new array site is situated about 150 km east of the GRF array location.

The noise measurements are concentrated on the outer Bavarian Forest just east
of a major fauit line named the “Pfahl,” which separates the Bohemian Massif from
the western Molasse—a quaternary and tertiary sedimentary basin in the Alpine
foreland. The advantage of the Bavarian Forest area is its geological setting
(crystalline outcropping rocks) and the low population density. The landscape is
mostly mountainous, up to 1,200 m elevation. Nearly all recording sites were situated
in extensive forest areas to minimize cultural noise, and instruments were installed
on granite of gneiss rocks to record high frequencies, especially from events at
regional distances. Due to the installation on the surface, the seismometers were
quite sensitive to wind noise but for technical and financial reasons, no other
arrangement was feasible. Detection capabilities derived from noise estimates of
these data should represent conservative values.
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regional GERESS array.

For survey purposes, three portacorders with direct recording were used. In case
of favorable places, one of three digital data acquisition systems was installed for a
time period of several weeks. The digital systems were PCM recording instruments
of Lennartz 5800-type with the following specifications:

ADC = 66 dB resolution, Gain ranging 126 dB dynamic range
Sampling frequency = 250 Hz Low-pass filter = 44 Hz, 6-pole Bessel.

Each PCM system was equipped with three vertical short-period seismometers
(1 Hz Geotech S-13), which were installed at distances between 100 and 300 m
to avoid false alarms by coincidence triggering.

Very soon, the site survey concentrated on an area which is closest to the CSFR
border. Very few roads, low population density, and extensive woodland offered
adequate preconditions for seismic installations. The first station was established
in April 1988. It was placed on weathered granite. Later, two other stations were
established on gneiss. During the US/USSR Joint Verification Experiment in
1988, an additional station was installed on granite at a place where adequate
housing and power facilities were available to operate as a hub for a temporary
small array subsequently. All four sites were located within a radius of 5 km.
Portacorder records showed a generally low noise background and small day-to-
night variation. The only obvious disadvantage appeared to be some sawmills that
generated monochromatic seismic noise during working hours.
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For comparison, some noise samples were taken at the GRF array (station B5),
which confirmed earlier measurements showing relatively high cultural noise levels.
Finally, during a short trip to Norway in October 1988, some recordings were made
at NORESS to get a direct comparison of noise values using the same data
acquisition system and, more important, the same processing procedure as for the
area under investigation in Germany.

The processing of field data included several steps. At the beginning, the PCM
field tapes had to be converted to a standard 9-track IBM-compatible format.
Having recorded the field data in event mode, the pre-event window can be used
for noise evaluation. There are many well-established methods to estimate the
power spectral density of stationary time series (e.g., Welch, 1967; Oppenheim and
Schafer, 1975). In this report, the following procedure was applied: all together
20 sec of the pre-event window were divided into 19 blocks of 2 sec length each
with an overlap of one sec. Each data block was padded with zeros to get a
FFT-transformation length of 2'°, keeping in mind that the original sampling
frequency of the field data was 250 Hz. The 19 raw Fourier spectra were averaged
to lower the variance without affecting stationary noise peaks. The final step
includes an average of 12 noise spectra from each station and a plot of the mean
values and their standard deviation.

The noise spectra were calculated separately for day and night. They covered the
whole time period during which the corresponding station was operating. By that
procedure, working hours, weekends, and different weather conditions are included
in the noise estimate.

Figure 2 shows a typical noise spectrum for the Bavarian Forest area. The solid
line represents the average and the dotted lines one standard deviation calculated
as explained in the preceding text. The estimate includes data from summer and
from winter when the ground was covered with snow. In the individual spectra, no
significant difference could be observed. The spectrum shows a continuous slope
with a small variance, and the 2 Hz peak, commonly observed at stations in Central
Europe, can only be recognized at night. The day spectru .. is dominated by a noise
maximum at 4 10 5 Hz, which is assumed to originate from a sawmill at a distance
of a few kilometers. Apart froia this peak, the noise spectrum shows a smooth decay
proportional to /™ from 1 to 30 Hz and a small standard deviation. Taking into
account that the recording time covered nearly a period of 4 months, this area
seemed to be promising for an array installation.

To confirm this suggestion, three other sites were explored in the vicinity. Indeed,
their spectra looked very similar and confirmed the favorable opinion about the
area. To put our noise results from the Bavarian Forest into proper perspective,
additional data were collected at the GRF array and at NORESS. GRF can be
regarded as a typical Western European site, whereas NORESS is well known for
its excellent noise conditions on the Scandinavian shield.

The daytime GRF spectrum (Fig. 3) shows much larger noise values than in any
of the Bavarian Forest spectra. The influence of industry and traffic is especially
pronounced as seen in the large variation. The nighttime spectrum at GRF looks
similar to the Bavarian Forest spectra between 1 and 8 Hz. For higher frequencies,
the different geological setting (sediments) causes still higher noise values for GRF.
From this direct comparison, we can conclude that the Bavarian Forest area exceeds
most other places in the Federal Republic of Germany—and certainly GRF—as a
potential site for the establishment of a high-frequency array.
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F16. 2. Displacement power spectra of noise in the Bavarian Forest (BF) area for day and night.
Solid line represents an average of 12 different data samples; dotted lines denote 1 S.D.

More interestinrg is the comparison of the proposed Bavarian area with NORESS.
The spectra shown in Figure 4 were calculated from a 24-hr noise sample analyzed
with the same procedure as described previously. There are remarkable differences
in the noise spectra. For low frequencies around 1 Hz, NORESS clearly suffers
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Figure 2.

from the influence of the Norwegian coast, which results in an order of magnitude
higher peak spectral displacement (PSD) values compared to the Bavarian Forest
area (10 nm?/Hz to less than 1 nm?/Hz). Apparently, these microseisms lead to a
steep slope of the spectrum, proportional to f~° up to frequencies of 2 to 5 Hz. For
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FiG. 4. Displacement power spectra of noise at NORESS (site C4). For explanation, see Figure 2.

higher frequencies, this slope is flattened and becomes comparable to the f~* fall-
off at the Bavarian Forest area. The absolute noise values at 10 and 20 Hz are
certainly lower at NORESS, but also some influence of industrial noise between 5
and 8 Hz can be identified in the spectrum. According to personal information from
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the NORSAR staff, there is also a sawmill operating at a distance of roughly 10 km
from the NORESS array.

In summarizing the comparison between NORESS and the Bavarian Forest area,
we found higher noise values at NORESS for frequencies below 2 Hz, and higher
noise values at the Bavarian Forest site for frequencies between 2 and 20 Hz. The
consequence of this difference in terms of detection capabilities can only be
evaluated by comparing events recorded at the two arrays.

The GERESS array is planned as part of a multi-array network that will include
the NORESS and ARCESS arrays in Scandinavia. Consequently, the design
philosophy followed those existing arrays, and it is well documented in several
publications (e.g., Followill and Harris, 1983; Mykkeltveit, 1985).

The geometry of these regional arrays is based on concentric rings spaced at log-
periodic intervals in radius, R, following the relation

R=Runa", n=0,1,2,3 (1)

with 3, 5, 7, and 9 elements in each ring, plus one in the center. With an odd number
of elements in each ring, the corresponding co-array samples the local wave field in
the least redundant way. In this sense, such a configuration comprises subsets of
sensors with very different intersensor separations, implying that both high-
frequency and low-frequency regional phases can be well enhanced by appropriate
subsets of the array (Kveerna, 1989).

An essential aspect of the array design is the supposition that intersensor spacings
should correspond to maximum correlation for the signal and minimum correlation
for the noise. Seismic signal and noise characteristics are influenced not only by
the geologic formations of the array site, but also by the type and strength of sources
and their locations with respect to the array. Consequently, determination of the
actual values of the parameters in (1) for a specific site is to be based on observed
signal and noise correlations.

Our correlation curves are derived from measurements made with a nine-sensor
test array operating from December 1988 to April 1989 in the Bavarian Forest area
where we found the lowest noise conditions earlier. The configuration of the test
array and its corresponding co-array are shown in Figure 5. Interstation distances
range from 200 to 3,000 m. Short-period instruments (Geotech S-13) were placed
in small vaults at 2 to 4 m depth. At this depth, the overburden of soil was
penetrated in general, but the underlying crystalline bedrock was still heavily
weathered. The main advantage of the vault installation was to avoid wind noise
induced by the surrounding forest.

New digital data acquisition systems (Geotech PDAS-100) were used for record-
ing, which sampled at 100 Hz with a resolution of 16 bits. Data synchronization
was controlled by an external radio signal (DCF-77). The test array operated in
detector mode with a conventional STA/LTA detector, and recording length was
generally 3 min, with a pre-event window of 30 sec.

Figure 6 shows an average noise power spectrum of the test array. The trend and
absolute values coincide quite well with the results of the previous site survey
(Fig. 2), confirming that the selected area is suited for an array installation.
Noise correlations were calculated from the pre-event window of 35 different
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events covering the whole recording period. The raw data were bandpass-filtered
between 1 to 2 Hz and from 2 to 4 Hz, respectively, with a two-pole, both-
directional (zero-phase) Butterworth filter.

The correlations are expressed by

} L () = Hy6) = 3)
[ZE &6 - D13 66 - 9T

@)

c

x(1) and y(i) are sample values for sensor x and y, N is the number of samples, and
% and y are the mean values of the N samples. The window length was taken as
10 sec (1,000 samples). The correlations were calculated for all 36 different com-
binations of seismometer pairs [i.e., all the co-array points (Fig. 5)].

Our results are summarized in Figure 7. In the lower half, the individual correla-
tion values are shown within the 1 to 2 Hz passband, together with a smoothed
average. The large scatter in the data may reflect as well the short window length
as synchronization problems which occurred during data acquisition. On the other
hand, the solid line representing an average trend indicates a quite reasonable
behavior, especially when we add the upper half of the figure that presents the
corresponding data in the 2 to 4 Hz passband. Defining the correlation length as
that station separation for which the noise coherence drops below 0.25, we get
a correlation length of about 800 m for the 1 to 2 Hz passband and 400 m for the
2 to 4 Hz passband. In a wide sense, this result is consistent with values found for
NORESS. The main difference from noise correlation studies in Scandinavia is the
absence of a significant minimum. The noise correlation curves for the Bavarian
Forest area show a smooth decay without a pronounced negative correlation dis-
tance. If this preliminary result is confirmed by a comprehensive analysis of the
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future array data, there could be various explanations: the isotropic noise model
(Backus et al., 1964) might not be applizable in an azimuthally heterogeneous
geologic region like Central Europe or, alternatively, the minimum in noise corre-
lation for Scandinavian stations originates from directional propagating noise that
could be higher mode microseisms. The higher level at low frequencies that was
earlier mentioned in comparing Figures 2 and 4 supports the latter hypothesis.
However, in the final design of the NORESS array, not much use has been made
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of the noise minimum because in the range of interesting frequencies the correspond-
ing interstation distance varies, and optimum geometries would be vastly different
(Mykkeltveit, 1985).

As a consequence of the noise correlation curves, the minimum station distances
for the planned GERESS array could be slightly increased in comparison to
NORESS, taking into account that the detection window with the best signal-to-
noise ratio is generally shifted to lower frequencies for stations in Central Europe.
Whether this can lead to a larger overall aperture depends on signal correlation.
Figure 8 shows a regional earthquake recorded by the test array in the Bavarian
Forest area. It is a mining-induced event originating at Lubin in the Polish copper
mines at a distance of 360 km from the test array. Besides the first arriving
Pn- phase, we recognize Pg and Lg wavetrains as dominant signals, a typical picture
for events from northern or northwestern azimuths.

In Figure 9, the signal spectra are plotted together with the background noise.
Although all three phases stay above the noise level up to frequencies of 30 Hz, the
best signal-to-noise ratio is obviously in the 1 to 5 Hz band. Certainly, this figure
changes with azimuth, and at the Bavarian Forest site, there are particular wave
paths along the Alps where we see much higher signal frequencies, and Pn and Sn
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become the dominant phases. But, in general, frequencies below 10 Hz are most
important for the evaluation of regional waves within 1,000 km distance.

Signal correlations were calculated with the same procedure used to establish the
noise correlation curves. Time shifts were performed with an optimum line-up of
peaks and troughs at the different sensors, and 1 or 2 sec windows of each phase
were analyzed. In Figure 10, the signal correlation curves are shown for the Pn, Pg,
and Lg phases using the same 1 to 2 Hz and 2 to 4 Hz passbands for noise
correlation. Additionally, the noise correlation is marked in Figure 10 by stars,
which represent the +1 S.D. range. As can be seen from the figure, all signal
correlation values stay above 0.9 for all interstation distances out to 3,000 m, with
the exception of the Lg phase in the 2 to 4 Hz passband. Similar signal correlation
curves were obtained analyzing a number of regional events from different azimuths.

From these measurements, it was decided to maintain the general geometry of
the NORESS array but to enlarge it for the planned GERESS array by a factor of
%, which results in a radius of 200 m for the innermost ring and about 2,000 m for
the outermost ring. In conclusion, the parameters in equation (1) for the concentric
array layout were specified as Ry, = 200 m and « = 2.15.

The final siting of the 25 array elements had to take some local geologic and
topographic peculiarities into account. In addition, some restrictions, imposed by
the forest authorities, had to be considered. Nevertheless, the final configuration,
displayed in Figure 11, is still sufficiently close to the concentric ring concept.
Consequently, the GERESS array will represent a uniform element in the multi-
array network, including ARCESS and NORESS.

On the right side of Figure 11, the array response of the planned GERESS array
is plotted. Due to the larger aperture, the main lobe is smaller than the NORESS
main lobe, but on the other hand, minor side lobes can be seen in the reject region
in the wavenumber domain. For a fixed rumber of sensors, this reflects the well-
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Fi6. 10. Signal coherence curves (top: 1 to 2 Hz passband; bottom: 2 to 4 Hz passband) for the test
array calculated from data of the Lubin event shown in Figure 8. The stars represent 1 S.D. of the
preceding noise window.

known trade-off between resolution and aliasing properties. A conclusion on whether
the superior resotution of the GERESS array will lead to improved location and

phase identification capabilities has to be deferred until the new array becomes
operational.
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DISCUSSION AND PREVIEW

Since several conflicting demands can be put on array performance, it is difficult
to make general comparisons of array design. For the regional array concept
developed at NORSAR, the underlying objectives are determined in the context of
a monitoring system for a future low-yield or compressive nuclear test ban treaty.
A special aspect of such a system is the identification of weak seismic events using
high-frequency data (Archambeau et al., 1986). As a prototype array, NORESS has
demonstrated promising capabilities. It is, however, difficult to generalize NORESS
results because this array is located within an old shield region with high @ values.
Additionally, the natural seismicity within regional distances is relatively weak.
The GERESS array, on the other hand, will be situated in a rather complex geologic
and geotectonic environment, where high @ and low @ wave paths drastically change
with azimuth. The array site is surrounded by variou- artificial seismic sources like
quarries and mines but more important, the A'pine earthquake belt and the
Mediterranean earthquake zone lie within about 1,000 km distance. Consequently,
the number and nature of regional seismic events recorded at GERESS should be
more manifold than at any recording site in Scandinavia. For optimum performance
of a seismic surveillance system, detection, location, and identification of events at
low signal-to-noise ratios is important. It will be interesting to observe whether
automatic procedures developed for these tasks at NORSAR can be adapted to the
seismic situation in Central Europe. In any case, the use of arrays as components
of a global seismic network can be evaluated more realistically the more the arrays
and their recordings represent typical conditions of a global monitoring system.

During the summer of 1990, the GERESS array should become fully operational.
After the final configuration was defined, excavation of vaults and trenching of
cables started in October 1989. In addition to the 25 vertical instruments displayed
in Figure 11, four sites will include horizontal components. All of these are short-
period (1 Hz) Geotech GS-13 type instruments sampled at 40 Hz. The array will be
supplemented by one three-component set of GS-13’s sampled at 120 Hz, and these
instruments will be collocated with a three-component set of broadband seis-
mometers (BB-13) sampled at 10 Hz. As all sites are equipped with data acquisi-
tion units using 24-bit A/D converters, the data will provide sufficient resolution
and dynamic range to evaluate small-size and large-size earthquakes simultaneously.
For interesting events, data from the three-component high-frequency and broad-
band instruments can be pieced together to study the seismic wave field in a very
broadband sense.

The GERESS array will be installed and operated as a joint project of the
Geophysical Laboratory of Southern Methodist University Dallas and the Geo-
physical Institute of Ruhr-University Bochum. Data will be available at NORSAR
and Bochum.
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EVENT DETECTION AND LOCATION PERFORMANCE OF THE
FINESA ARRAY IN FINLAND

By MarJa UskI

ABSTRACT

The experimental seismic array FINESA in Finland is designed to monitor weak
seismic events at regional and teleseismic distances. The array geometry cur-
rently comprises 15 short-period vertical seismometers in three concentric rings
(A-, B-, and C-rings), with a diameter of the outer ring of about 2 km. In late 1989,
the data acquisition system of the array was completely modernized. Signals are
now transferred continuously via high-speed telephone lines to the processing
centers at the Institute of Seismology in Helsinki and NORSAR in Norway,
therefore allowing automatic real-time processing of the recorded data.

In this paper, the detection performance of the array in the current configuration
has been evaluated. The results are encouraging: during a 2-week test period,
FINESA detected at least one P and one S phase for 84 per cent of the events
reported in the regional bulletin of the University of Helsinki, and 99 per cent of
the events in the weekly teleseismic bulietins. Viany additionai events at both
distance ranges were also found.

The estimated phase velocities obtained by the broadband frequency-wave-
number analysis confidently identify the phase type (teleseismic P/regional P/
regional S). However, the resolution of the analysis is not sufficient to separate
Pg trom Pn and Lg from Sn. The estimated backazimuths are reliable for phase
association, the standard deviation of the estimates being 7° for regional P
phases, 6° for regional S phases, and 23° for teleseismic P phases.

Finally, preliminary resuits from FINESA’s on-line event location capability
showed that the average error in the location estimates is 21 per cent of the true
epicentral distance. The greatest error sources are uncertainty in the estimated
azimuths and occasional misidentification of secondary phases (Lg, Sn and Rg).
The error could be reduced by constructing a regional correction term for the
azimuth estimates and “tuning” the phase identification algorithms for FINESA.
The characteristics of the Rg-phase need to be especially considered.

INTRODUCTION

The Finnish Experimental Seismic Array (FINESA) is a small-aperture array
installed in November 1985 at Sysma, about 100 km northeast of Helsinki. The
establishment, as well as the array operation, is performed as a cooperative project
between the Institute of Seismology of the University of Helsinki and NTNF/
NORSAR in Norway. NORSAR operates two similar arrays: NORESS near Oslo
and ARCESS in Finnmark, northern Norway. The locations of these three regional
arrays and seismic stations of the standard network in Finland are shown in Fig-
ure 1. A detailed description of the FINESA instrumentation and system operation
has been published by Korhonen et al. (1987).

The main objective of the FINESA experiment is to provide high-quality data for
research projects aiming at improved detection, location, and identification of weak
seismic events at regional and teleseismic distances. FINESA data will also be
utilized in bulletin work to supplement the data recorded by the standard network
in Finland, and together with NORESS and ARCESS recordings to assess and
further develop the combined capability of small-aperture arrays in monitoring
seismic activity.

1818
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F1G. 1. Locations of the three regional arrays—FINESA, ARCESS, and NORESS—and the stations
of the Finnish Seismograph Network.

The geometry of the array (Fig. 2) comprises, since January 1988, 15 short-
period vertical seismometers in three concentric rings (A-, B-, and C-rings) with a
diameter of the outer ring of about 2 km. Initially, the FINESA data were only
recorded in the field. In late 1989, the data recording system at the array site was
modernized, and high-speed telephone lines to the Data Processing Centres in
Helsinki and at NORSAR were installed. The recorded signals are now transferred
continuously to both processing centers, hence allowing automatic real-time proc-
essing of the FINESA data. Technical details of the array modernization are given
in Paulsen et al. (1989).
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Fi16. 2. The present geometry of the FINESA array. Open squares denote array elements added in
January 1988. The central recording unit is at site Al.

In this paper, the detection performance of FINESA at regional and teleseismic
distances is assessed. The data for the study were obtained during the 2-week test
period from 8 to 21 March 1988, while FINESA was in a continuous recording
mode. Resolution of the array in estimating backazimuth and phase velocity of the
detected signals is also studied. Finally, preliminary results of FINEES." * regional
event location capability, based on the automatic event bulletins from the first days

(30 November to 9 December 1989) of on-line array processing in Helsinki are
presented.

THE DETECTION PERFORMANCE OF FINESA

In this section, FINESA'’s detection capability both at regional and at teleseismic
distances is evaluated. The data for the study were obtained during the 2-week
period from 8 to 21 March 1988, while FINESA was recording data continuously
on magnetic tape at the array site. The data analysis was carried out using the
RONAPP array processing package developed at NORSAR (Mykkeltveit and
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Bungum, 1984; Fyen, 1989). Briefly, the recordings were subjected to:

* beam-forming using a set of 72 beams (66 coherent and 6 incoherent) created
by summing signals from different subsets of the array configuration

* digital narrow-band filtering of the coherent beams using second- or third-

order recursive Butterworth filters (for incoherent beams, the signals were

filtered individually before stacking)

STA/LTA detector algorithm applied for each beam

broadband frequency-wavenumber ( f-k) analysis (Kvaerna and Doornbos, 1986)

of the detections giving estimates for the backazimuth and phase velocity

identification of the detected phases using the results from the f-k analysis.

The filter bands and the best subgeometry for beamforming within each frequency
band were selected on the basis of the recommendations by Kvaerna et al. (1987)
and Kvaerna (1989).

In this off-line processing, we encountered technical problems in reading some of
the magnetic tapes, and consequently not all the data could be analyzed. Altogether,
a total of 195 hr of recordings were processed and used as a data base for this study.

Regional Events

To investigate FINESA’s detection performance on a regional scale, we used as a
reference the bulletin “Seismic Events in Northern Europe” (Helsinki Bulletin),
published by the Institute of Seismology of the University of Helsinki. Table 1 lists
the events that occurred during time intervals with available FINESA data. These
reference events comprise two earthquakes, with magnitudes of 2.7 and 3.2, whereas
the remaining events are presumed regional explosions of low magnitude. The coda
duration (M,), magnitudes (Wahlstrom and Ahjos, 1982), and the known charges
for some mining explosions are given in the table. Unfortunately, the magnitude
scale is not applicable if the coda length is less than 20 sec (i.e., for most of our
events). Those magnitudes are expressed by the symbol <2, indicating that the size
of the event is clearly less than M, = 2, but more accurate measure cannot be given.
The dash denotes that the coda could not be measured (e.g., due to two overlapping
events). For each of the events in Table 1, we calculated the expected arrival times
of the Pn, Lg, and Sn phases at FINESA. This information was then associated
with the actual FINESA detections by requiring a reasonable match between
predicted and actual arrival times as well as expected and estimated phase velocities.
For the associated detections, the estimated azimuth and phase velocity of the first
arriving P and S phases are included in Table 1.

Figure 3 illustrates FINESA's detection capability as a function of M, magnitude
and epicentral distance. It is worth noting that, for events of M, = 2, the detection
performance is excellent throughout the whole distance interval. However, at about
300 km, the primary phases in the M, < 2 group start to drop out. From Figure 3,
it is also clear that no detection threshold as a function of M, magnitude can be
given before more data are available from the greatest regional distances and/or the
coda magnitude scale is extended to events with coda length less than 20 sec.

Table 2 summarizes the detection statistics versus M, magnitude, showing that
for 91 (84 per cent) of the 108 reference events, both the primary and secondary
phases were detected. In addition, for 96 per cent of all events, at least one phase
was detected.

At distances less than 500 km, most of the phases that were not detected at
FINESA are associated with small explosions from the Lahnaslampi and Elijérvi
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TABLE 1
RecioNAL EVENT DETECTION RESULTS FOR FINESA
f-k analysis
D Origin Latitude  Longitude M Size Distance  Azimuth
i Time ¢ )  (tons) v P-az. Vs Saz. (km) ¢
(km/sec) ) (km/sec) (°)

08  06:01:42.9 61.184N 27.145E <2 tre 3.1 125.7 640 1169
08 07:50:57.6 62.767N 29.068E <2 9.0 48.3 4.0 49.7 2149 45.3
08 12:03:14.0 53.200N 27800E 2.0  4.46 _ - 4.6 268 2150 23.8
08 13:03:50.0 62.228N  23.276E 2.0 6.4 307.7 4.7 3058  171.5 3019
08 13:29:02.0 64.200N 28.000E —~ 045 res 322.3 168
08 14:25:10.9 62.124N  26.404E <2 6.6 4.4 3.6 8.1 712 125
08 15:02:39.1 60.327N  24.758E 1.9 7.3 218.9 3.5 2280 1433 2106
09 12:05:43.0 64.200N 28.000E <2 185 5.0 46 3223 168
10 08:47:04.0 59.300N 27.200E <2 6.9 170.6 3.6 1683 2468  165.0
10 09:22:080 59.300N 27.600E <2 6.9 162.0 3.9 1648 2532  160.0
10 09:57:40.0 59.200N 27.600E <2 7.1 160.2 4.0 159.0 2638  160.8
10 10:41:14.0  59.300N 27.600E <2 6.9 158.3 1.8 2788 2638  160.8
10 11:07:37.0 59.200N 27.600E 2.1 7.1 158.1 4.0 169.5 2638  160.8
10 11:14:23.0  59.300N 27.600E <2 6.7 160.7 1.1 169.4 2532 1600
10 11:25:34.0 59.500N 25.000E 2.2 7.2 185.9 4.1 1822 2246 1958
10 11:49:54.0  59.300N  27.600E <2 7.2 154.7 4.3 1675 2532  160.0
10 12:05:20.0 59.500N  26.500E 2.2 7.2 170.0 40 1m2 2179 1737
10 12:07:05.2 61.218N  28.929E  ~— 7.1 106.2 4.4 103.4 1547 98.0
10 12:10:50.0  59.300N  28.100E 2.1 7.0 153.8 52 1557 2636 1541
10 16:03:30.0 64.264N 23978E <2 7.3 350.5 40 3489 3315 3421
10 16:20:55.6 62.017N 24.375E <2 6.7 304.6 3.9 3048 1108  306.1
10 18:16:15.0 65.800N 24.700E <2 5.0 38 3535 4903 3526
10 18:29:30.0 67.100N  20.600E 2.2 8.1 3479 4.9 3469 6840  339.6
10 20:27:286 63.638N 26.178E <2 6.9 5.4 47 3576 2450 1.2
1 08:18:59.1 62.870N  25.852E 1.8 6.7 3.4 3.8 1.5 1593  355.8
11 09:23:17.0  67.600N  34.000E — 4.2 184 7832 25.5
11 09:24:26.0 67.600N  34.000E — 4.4 212 7832 25.5
11 09:25:40.0 67.600N  34.000E 2.7 8.4 24.1 45 182 7832 25.5
11 09:48:06.0 61,400N 34.300E 23 9.5 65.0 46 789 4386 87.0
11 10:21:09.4 62.239N  25909E <2 6.8 340.1 3.0 3856.4 89.1  354.3
11 10:21:35.0  59.300N 27.600E 2.2 6.8 160.4 3.9 1599 2532  160.0
1 10:56:54.6  59.500N  25.000E 2.1 7.2 185.9 4.0 1824 2246 1958
11 11:27:25.0  59.300N 27.600E <2 6.8 157.9 39 1679 2532  160.0
1 11:46:58.0 69.400N 30.800E 23 10.0 27.4 3.6 190  913.1 1.8
1 12:00:27.0 59.300N 27.600E — 6.7 161.3 -— - 2552  160.0
11 12:03:37.0  63.200N 27.800E 23 33.7 7.1 24.9 4.3 279 2150 23.8
11 12:17:09.0 59.500N 25000E 2.1 7.3 183.4 1.0 189.2 2246 1958
11 12:33:24.0  60.800N  29.300E 2.3 7.2 114.6 3.6 1172 1878 1111
11 12:57:59.0 59.300N 27.600E <2 6.7 162.3 3.8 1725 2532 1600
1 13:33:05.0 59.300N 28.100E <2 6.8 158.7 4.6 1653 2636  154.1
12 09:12:280 59.400N 28400E 2.1 6.9 150.6 4.4 1538 2612  149.7
12 09:59:59.0 64.700N 30.700E 2.9 9.0 343 43 388 4313 30.7
12 10:43:17.0  59.500N  25.000E 2.2 7.3 186.6 44 1938 2246 1958
12 10:48:21.6 61.770N  36.123E 2.4 8.1 99.7 49 686  533.6 81.7
12 11:03:58.0 68.100N 33.200E 2.1 8.4 29.0 38 173 8145 214
12 11:11:120 68.100N 33.200E 2.9 8.7 29,2 5.1 168  814.5 21.4
12 12:25:01.0 59.300N 27.200E 2.3 7.0 166.2 3.9 1666 2468 1650
12 1240450 67.600N 30.500E — s 47 206 7179 15.2
12 12:41:07.0 67.600N 30.500E 24 8.0 24.4 4.4 13.5 719 15.2
12 14:15:380 67.100N 20600E <2 css e 4, 351.2 683.5 339.0
13 06:49:0.0 67.700N 33.700E 24 8.7 28.3 43 362 7860 242
14 09:01:41.0 59.300N 27.600E <2 6.9 160.5 4.1 1627 2532 1600
14 09:13:214 62749N 225TE <2 7.3 3173 1.4 4.7 2340 3040
14 09:29:16.0 59.300N 27.200E 2.1 71 165.3 3.6 160.7 246.8 165.0
14 10:32:41.0 59.300N  27.600E <2 6.8 161.0 4.1 1674 253.2 160.0
14 10:35:25.0 59.300N 27.600E <2 6.9 159.3 3.9 165.5 253.2 160.0
4 10:45:02.0 59.300N 27.600E 2.1 4.1 160.4 39 1643 2532  160.0
14 12:41:49.0 59.600N 30.000E 2.1 7.2 139.8 5.0 1279 297.6 1319
14 13:10:52.0 59.500N 25.000E 2.6 7.8 187.8 45 1877 2246 1958
14 14:07:27.0 59.300N 28.100E <2 6.7 158.9 4.6 163.7  263.6  154.1

Association of FINESA's regional event detections for 8 to 21 March 1588 with the events in the Helsinki bulletin.
The distance and azimuth from FINESA are derived from the epicenter information. The phases not detected at
FINESA are denoted by asterisks. Dashes indicate that estimation of the arrival azimuth and velocity failed, since a
calibration pulse was overlapping the detected phase.
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[-k analysis

Origin Latitude  Longitude M Size Distance  Azimuth

Day Time ) ) ‘< (tons) v, P-az. Vs S-az. (km) *)
(km/sec) ) (km/sec) )

15 08:59:57.0 67.600N 34.000E <2 sre rxse 4.9 334 783.2 25.5
15 09:06:42.0 67.600N 34.000E 24 12 txs 4.7 22.8 783.2 255
15 10:31:30.5 59.235N  27.3TIE 2.5 6.8 159.5 4.0 164.4 256.8 163.3
15 11:26:30.0 61.600N 21.700E <2 8.2 278.8 4.5 276.5 233.7 276.2
15 11:34:36.0 59.500N 26.500E 25 7.1 176.3 3.8 171.8 2179 173.7
15 11:41:57.5 60.492N 25908E 1.8 6.9 173.1 3.7 177.7 106.8 185.0
15 12:10:38.0 59.200N 27.600E <2 6.8 162.5 4.0 169.6 263.8 160.8
15 12:11:37.0 59.200N 27.600E <2 ras tes 3.9 162.3 263.8 160.8
15 12:19:15.0 59.300N  27.200E 2.2 6.9 168.7 3.9 165.9 246.8 165.0
15 12:33:35.6 62.519N  21.679E <2 7.8 304.6 4.2 305.7 259.9 299.4
15 12:40:39.0 59.400N 28.500E 1.9 7.1 151.9 4.8 156.6 263.9 148.6
15 13:16:45.0 59.300N 24400E 2.3 75 201.6 4.4 193.9 256.3 201.9
15 13:22:14.0 61.900N  30.600E 2.0 7.1 75.9 3.7 78.3 244.7 76.0
15 13:51:30.7 58.945N 25.784E <2 6.7 185.7 4.4 182.7 2784 183.5
15 14:09:35.0 59.500N  25.000E <2 73 186.4 4.5 190.7 224.6 195.8
15 14:20:59.5 60.927N 29.189E 24 74 111.8 4.6 103.7 176.9 107.5
15 14:36:30.6 63.061N 22.173E <2 73 318.6 4.2 320.1 271.4 313.3
15 14:39:35.0 59.500N  25.000E 2.3 73 186.0 3.8 1934 224.6 195.8
15 17:57:51.0 65.800N 24.700E <2 2.5 2 tre 4.0 355.6 490.3 352.6
16 08:37:13.0 59.200N 27.600E <2 6.7 158.1 4.1 158.8 263.8 160.8
16 09:44:50.0 69.600N 29.900E 24 9.8 28.3 5.0 2.6 925.9 9.3
16 10:25:03.0 59.300N 27.600E <2 6.9 159.4 3.9 164.2 253.2 1€0.0
16 10:45:40.9 60.90IN 26.834E <2 6.4 1513 3.8 160.5 72.9 146.0
16 11:26:47.0 59.200N 27.600E <2 6.7 160.3 4.1 163.3 263.8 160.8
16 11:45:36.0 63.200N 27.800E 25 509 6.4 22.8 3.5 21.1 215.0 23.8
16 11:49:51.0 59.500N  25.000E <2 7.2 185.9 4.6 190.0 224.6 195.8
16 23:04:26.1 67.842N  19.966E <2 s (3] tae et 769.7 340.5
17 09:07:13.2 58.334N 10.927E 2.7 9.8 249.3 5.1 262.0 913.8 254.4
17 10:21:17.0  69.600N  29.900E 2.9 9.5 15.8 4.9 19.7 925.9 9.3
17 10:27:20.0 59.200N 27.600E 2.3 6.8 162.9 3.9 159.2 263.8 160.8
17 10:46:21.0 59.200N 27.600E <2 7.0 156.5 4.8 158.2 263.8 160.8
17 11:18:48.0 59.300N 27.200E 2.3 7.2 166.4 3.8 161.7 246.8 165.0
17 12:02:23.0 64.200N 28.000E <2 e LEL] ser tas 3223 16.8
17 12:02:36.0 59.400N 28.500E 2.1 0.75 6.5 o8 4.0 154.6 263.9 148.6
17 18:05:44.0 65.800N 24.700E <2 2.0 e (21 *ee wer 490.3 352.6
17 18:58:07.1  59.7156N 5624E 3.2 11.9 261.1 4.6 270.1  1133.0 269.3
18 05:16:20.0 69.200N 34.700E 2.6 8.2 25.7 4.2 30.3 951.4 21.0
19 10:04:08.0 61.100N 30.200E <2 6.9 111.2 4.3 97.2 224.3 98.0
19 10:05:02.0 59.300N 27.200E — 6.4 167.0 3.9 168.8 246.8 165.0
19 12:15:34.0 68.100N 33.200E — 8.3 28.6 _ - 814.5 21.4
19 12:15:39.0 68.100N 33.200E — 9.2 30.6 4.5 17.5 814.5 214
19 12:39:09.0 68.100N 33.200E <2 8.8 30.2 4.5 18.4 814.5 21.4
19 13:03:39.0 67.600N 30.500E — 8.1 27.9 3.7 20.9 717.9 15.2
19 13:03:54.0 67.600N 30.500E — 8.1 27.9 4.7 19.7 71179 15.2
19 13:07:00.0 61.900N 30.600E 2.6 7.5 876 4.5 72.4 244.7 76.0
19 13:42:33.0 67.600N 30.500E <2 e 3] 4.3 16.1 7179 15.2
20 04:45:17.0 67.700N 33.700E 2.5 8.1 27.0 4.7 33.2 786.0 24.2
21 12:03:49.0 59.300N 28.100E <2 6.6 154.7 4.0 159.1 263.6 154.1

quarries, at 322 and 490 km from FINESA, respectively. The reason for the poor
detectability is that these quarry blasts were quite small, a couple of tons at the
maximum, High-frequency Pg phases from small and very local (distance of less

than 100 km) events may also remain undetected. This was, however, expected

since the signal correlation between the array elements is not very good at the
highest frequencies, and also because the beams are deployed especially to detect
the Pn phase. Nevertheless, since most of those events are small chemical explosions
(road work, etc.). it would not be reasonable to make efforts to further increase the
detectability for cnis event category.

At distances greater than 500 km, the undetected P phases are associated with
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Fic. 3. FINESA’s regional event detections plotted against the epicentral distance and coda duration
magnitude.

TABLE 2
DETECTION STATISTICS FOR THE REGIONAL EVENTS
M, — <2 1.8-2.1 2.2-25 2.6-2.9 3.0-3.4 Total
P only 1 0 0 0 0 0 1
S only 3 8 0 1 0 0 12
P+S 6 35 17 24 8 1 91
Not detected 1 3 0 0 0 0 4
Total 11 46 17 25 8 1 108

FINESA’s regional phase detections versus the M, magnitude in the Helsinki bulletin. The dash
indicates that the coda duration was not measured because of intermixed events. The symbol <2 denotes
an event size clearly less than M, = 2.

seismic events from mining areas in the Kola Peninsula and northern Sweden. The
charge sizes of these mine blasts are not known, but all except one belong to the
M. < 2 group. The results of Kveaerna (1989) indicate that enhanced. SNR gain
for FINESA at frequencies typical of these regional P waves could be obtained
by expanding the array geometry to include a NORESS-type D-ring (aperture
of 3 km).

In addition to the events in our database, FINESA detected a great number of
regional events too weak to be included in the Helsinki Bulletin. Requiring both P
and S phases to be detected, it was possible to extract 87 such additional events.
Inclusion of these events in the regional bulletin would increase the number of
events by 81 per cent.

Teleseismic Events

In the present array configuration, FINESA’s aperture clearly is not optimum for
sampling teleseismic arrivals. However, Korhonen et al. (1987) showed that even
the initial and smaller ten-element FINESA array detected teleseismic events quite
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well. In this section, we assess FINESA’s teleseismic detection capability in its
current configuration. As a reference, we use the weekly teleseismic bulletins of the
University of Helsinki (derived from the Finnish standard network) and the
Preliminary Determination of Epicenters (PDE) bulletin, issued by the U.S. Geo-
logical Survey.

During the time when FINESA data were available, the Helsinki weeklv bulletins
reported 73 P-phase readings (P, PKP, and PP), of which 57 were verified by the
PDE bulletin. Only one of these 73 phases was not detected by FINESA, a very
weak signal with the first detected arrival being PP. In addition to the 72 phase
readings found in the Helsinki weekly bulletins, FINESA’s detection lists comprised
95 arrivals, which according to the signal attributes, could be classified as teleseismic
P phases. Seventeen, of these 95 arrivals can be associated with events reported in
the PDE. bulletin. Thus, inclusion of the FINESA data in the Helsinki weekly
bulletin would increase the number of teleseismic events verified also by the PDE
bulletin by about 30 per cent.

ESTIMATION OF PHASE VELOCITY AND BACKAZIMUTH

In the on-line array processing, the performance of the automatic phase identi-
fication, phase association, and epicentral determination of regional events rely on
the accuracy of estimated phase velocity and backazimuth obtained by the f-k
analysis. Our objective here is to examine FINESA’s capability to estimate these
signal attributes and also to propose means to improve the resolution of the array.

Estimates of Phase Velocity

In Figure 4, the estimated phase velocities for the regional P and S detections in
Table 1 are plotted against the “true” backazimuths (A,), which were derived from
the event epicenters in the Helsinki bulletin. The figure shows that a phase velocity
of 6 km/sec, used to separate primary and secondary phases at NORESS, also works
well for FINESA data. The velocity is in error only in one case where the S phase

10

Velocity (km/s)
6

ST % e do " 1do " 200 T 2do " 280 3o 360
Azimuth (deq)

Fi6. 4. Estimated phase velocity versus true azimuth for regional P phases-filled circles and S phases-
open squares.
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of an earlier event interferes with the P onset. On the other hand, it is not possible
to distinguish Pg from Pn, nor Lg from Sn by using phase velocity only, a result
also found for NORESS.

The teleseismic data indicate that estimates of the phase velocities, although they
may not be very precise, in many cases are sufficient to identify the phases as
teleseismic P waves. Thus, an estimated phase velocity greater than 14 km/sec will
almost always correspond to a teleseismic P or PKP. Separation between regional
and teleseismic phases becomes more problematic in the interval 12 to 14 km/sec.
Here, additional information on the signal (e.g., frequency, presence of secondary
detection from the same azimuthal direction, etc.) will be required.

Estimates of Backazimuth

Figure 5 (a and b) shows the residuals (4., — A,) for estimated P and S azimuths,
respectively, plotted against the “true” backazimuth (4,). The standard deviation
of the residuals is 7° for P and 6° for S. One clearly erroneous estimate of the S
azimuth was left from the calculation.

The azimuth residuals in Figure 5 shows systematic patterns, reflecting the effect
of local geological structure on the azimuth estimates. In the future, as observations
with better azimuthal coverage become available, this bias could be reduced by
introducing regionally dependent azimuth correction terms.

For teleseismic events, we calculated a standard deviation of 23° for the azimuth
residuals. Four clearly erroneous estimates were not included in these calculations.
The f-k azimuths for core phases were particularly imprecise, but we feel, however,
that in this phase of the FINESA experiment this is not a serious shortcoming. For
teleseismic events, the f-k velocity and azimuth will be considered as preliminary
estimates only, and they will not be applied in the bulletin work. Further improve-
ment of the array’s resolution at teleseismic frequency range would require extension
of the aperture (i.e., more elements should be installed).

INITIAL RESULTS FROM THE ON-LINE PROCESSING OF THE FINESA DaTta

In this section, we present preliminary results of FINESA's on-line and automatic
event association and location capability at regional distances. It must be noted
that the data were obtained during the first days of on-line operation (30 November
to 9 December 1989), and it must be expected that the processing parameters and
algorithms can be further improved as experience is gained. A more thorough
evaluation of the location performance will be carried out as soon as a more extensive
database is available.

Automatic Event Association Procedure

In the RONAPP event-forming procedure, automatic phase identification and
association of the arrivals are based on the results from f-k analysis, as well as
knowledge on the characteristics of the regional wave propagation represented in
the rules and constraints of the algorithm (Fyen, 1989). In order to examine the
performance of the event association algorithm, we compared the FINESA bulletins
from the period 30 November to 9 December 1989 with the Helsinki Bulletin from
the same time pericd. The FINESA bulletins comprised 184 automatically associ-
ated and located regional events, for which about 20 to 30 per cent were artificial
due to noise detections and/or wrongly associated seismic phases, whereas the
Helsinki Bulletin reported 79 events. Of those “Helsinki events,” for which FINESA
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Fi16. 5. The azimuth residuals (4,., = A,) for (a) regional P phases and (b) S phases plotted versus

detected both a primary and a secondary phase, only three were unassociated: one
P was misinterpreted as teleseismic (velocity 16.4 km/sec), one P was identified as
an S phase (velocity 6 km/sec), and one P was misinterpreted as noise due to low
SNR. However, these events could all be correctly associated through modifications
of the event identification algorithm and by slightly changing the phase velocity
separaticn values of 6 and 14 km/sec.

Six of the bulletin events were missed as a result of intermixed phases from

several events, and this represents a problem that will require further study. At
present, analyst review will be required in such cases.
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Event Location Experiment

In order to estimate FINESA’s location capability, we selected from the automatic
bulletins 13 regional quarry blasts for which independent and accurate locations
were available. The events were located using the program TTAZLOC (Bratt and
Bache, 1988), which is incorporated in the FINESA processing system. The epicen-
ter determination is based on the azimuth of the maximum secondary detection
plus the travel-time difference between the phase onset identified as Lg or Rg
and the Pn. The travel-time tables were derived from a simple velocity model
for Fennoscandia (Bungum et al., 1980), which was adopted from the NORESS
analysis.

Table 3 lists the location solution from the on-line processing and
the true epicenter information (latitude, longitude, and azimuth). The location

TABLE 3
RESULTS FROM THE AUTOMATIC EVENT LOCATION EXPERIMENT
. . . . . Location

km %

1 30.11 12.03.23 (_50_6_7 gw L89 122 54 44
61.03 28.18 111.1

2 01.12 04.51.16 63.62 25.33 3514 2173 29 1
63.85 25.05 349.3

3 01.12 10.00.58 64.82 29.34 22.1 431 63 15
64.68 30.63 30.7

4 01.12 13.20.34 62.79 28.87 42.8 226 20 9
62.82 29.25 45.7

5 02.12 02.40.41 63.52 25.92 358.1 247 17 7
63.66 26.05 359.7

6 04.12 12.03.08 60.62 28.34 120.3 122 58 48
61.03 28.18 111.1

7 04.12 12.46.33 62.92 23.97 327.2 218 26 12
63.15 24.02 3315

8 04.12 18.31.30 65.42 23.20 3434 683 214 31
67.12 21.00 340.2

9 05.12 19.16.33 63.66 25.57 354.2 273 33 12
63.85 25.05 349.3

10 05.12 19.34.54 65.61 23.68 346.7 683 207 30
67.12 21.00 340.2

11 06.12 10.01.11 §4__3() §1_7§_ M 431 70 16
64.68 30.63 30.7

12 07.12 12.04.02 60.78 28.45 119.2 122 31 25
61.03 28.18 111.1

13 07.12 12.16.29 63.03 27.11 163 205 33 16
63.12 27.74 24.0

Averages: 66 21

Latitude, longitude, and arrival azimuth obtained from on-line processing are underlined. The true
epicenter information is given below these values. D = distance from FINESA.
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error is given both in kilometers and in per cent of the true epicentral distance.
Within the distance range of 200 to 500 km, the relative location accuracy is about
12 per cent, which corresponds well to what we could expect from uncertainties in
the estimated azimuths and automatically picked onset times. However, the location
estimates of events at the two mines at 122 and 683 km from FINESA are much
less accurate. The errors are caused by phase misidentifications, following from the
assumption that the maximum secondary detection will be either Lg (group velocity
3.5 km/sec) or Rg (group velocity 2.95 km/sec). At the greatest regional distances,
and especially when passing through geological border zones, the Lg amplitudes are
reduced, and the dominant secondary phase may be found in the Sn-wave group.
The Bothnian Bay, across which the seismic waves from events 8 and 10 from

. northern Sweden (see Figure 6) are propagating, seems to form such a structural

barrier for Lg. For those events, the Sn/Lg misidentification results in a distance
underestimation of 200 km.

Another problematic feature in terms of automatic location estimation is the
presence of a strong Rg phase, even at distances up to 430 km (as shown in
Figure 7) and possibly at even greater distances. Since NORESS seldom ob-
serves Rg beyond 100 km, the RONAPP procedure has insufficient rules for
identifying this phase, and Rg at FINESA is often misinterpreted as Lg (events 1,
6, 11, and 12).

To summarize, the initial automatic location accuracy of FINESA is comparable
to what has been obtained for other single arrays. The event location procedure
can be improved by correct identification of the secondary phases. In FINESA’s

FIN.C5 52
Ex x x
PN PPG SN LG
I
€097 ey
L§ * ]
Cl04 - , .
r Y | 1hikdh ke
t by ] | [ | LI B |

19.36 19.37 19.38
FIG. 6. One single trace from the instrument at site C5 plus the “best” P beam (C097) and S beam
(CI04) for event 10 in Table 3. Arrows show the onset time for each phase detection. The Pn phase was

autpmatically identified, but Sn was misinterpreted as Lg. In the plot, the identification of Pg, Sn, and
Lg is made by an analyst.
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FINC5.sz

€072

Cio1

F1G. 7. One single trace (site C5) plus the “best” P beam (C072) and S beam (CI01) for event 3 in
Table 3. Arrows show the onset time for each phase detection. The Pn and Rg phases were automatically
identified. For Pg and Lg, the identification is made by an analyst.

detection lists, even the estimated velacity and frequency may be sufficient to
distinguish Rg from Lg. Knowledge on the geological structures that block Lg and
Rg should be utilized in the processing. As also seen in Table 3, for events from the
same sites, the error in the azimuth estimation is systematic. When this information
is applied in the procedure, the location estimates will become more accurate.
Additional fine-tuning of the results could be achieved by constructing regionally
dependent velocity models and by relocation using manually adjusted onset times.

CONCLUSIONS
Detection Statistics

We have shown that with the current configuration, FINESA detected both
primary and secondary phases for 84 per cent of the regional events reported in the
Helsinkt Bulletin, and for 96 per cent of the events, at least one phase was detected.
Inclusion of regional events recorded and located by FINESA alcne would increase
the number of events in the Helsinki Bulletin by 81 per cent.

At teleseismic distances, 99 per cent of the phase readings reported in the weekly
bulletins of Helsinki were detected. Many additional teleseismic signals were de-
tected by FINESA, and inclusion of these in the weekly teleseismic bulletir of the
University of Helsinki would increase the number of teleseismic events verified by
the PDE bulletin by about 30 per cent.

Estimates of Phase Velocity and Backazimuth

The estimated phase velocities confidently identify the phases in question: the
phase velocity of 6 km/sec works well as a separation line between regional primary
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and secondary arrivals. Similarly, 14 km/sec separates between teleseismic and
regional P phases. Additional constraints (frequency, presence of secondary detec-
tion from the same direction, etc.) near the separation values will further improve
the identification. Phase velocity alone does not separate Pn from Pg nor Sn
from Lg.

For regional P phases, the standard deviation of the f-k azimuths is 7°, for S
phases 6°, and for teleseismic phases 23°. Systematic trends in the f-k azimuths
from the same location indicate that regionally dependent azimuth correction terms
could be derived and used in the data analysis.

Automatic Event Association and Location Procedure

Under normal conditions, the event association procedure works well. The algo-
rithm fails to interpret situations where two or more events within the azimuth
association window of 30° are intermixed. It may, however, be possible to recognize
and resolve some of these cases on the basis of the travel-time differences bétween
regional seismic phases.

FINESA’s initial event location accuracy is 21 per cent of the true epicentral
distance. The greatest errors are caused by uncertainty in the estimated azimuths
and insufficient rules to discriminate Rg and Sn from Lg. Mapping of the charac-
teristics of Rg- and Lg-wave propagation and regional azimuth corrections will
improve the location capability.
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THE INTELLIGENT MONITORING SYSTEM

By THoMAS C. BACHE, STEVEN R. BRATT, JAMES WANG, ROBERT M. FUNG,
Cris KOBRYN, AND JEFFREY W. GIVEN

ABSTRACT

The Intelligent Monitoring System (IMS) is a computer system for processing
data from seismic arrays and simpler stations to detect, locate, and identify
seismic events. The first operational version processes data from two high-
frequency arrays (NORESS and ARCESS) in Norway. The IMS computers and
functions are distributed between the NORSAR Data Analysis Center (NDAC) near
Oslo and the Center for Seismic Studies (Center) in Arlington, Virginia. The IMS
modules at NDAC automatically retrieve data from a disk buffer, detect signals,
compute signal attributes (amplitude, slowness, azimuth, polarization, etc.), and
store them in a commercial relational database management system (DBMS).
IMS makes scheduled (e.g., heurly) transfers of the data to a separate DBMS at
the Center. Arrival of new data automatically initiates a “knowledge-based system
(KBS)” that interprets these data to locate and identify (earthquake, mine blast,
etc.) seismic events. This KBS uses general and area-specific seismological
knowledge represented in rules and procedures. For each event, unprocessed
data segments (e.g., 7 min for regional events) are retrieved from NDAC for
subsequent display and analyst review. The interactive analysis modules include
integrated waveform and map display/manipulation tools for efficient analyst
validation or correction of the solutions produced by the automated system.
Another KBS compares the analyst and automatic solutions to mark overruled
elements of the knowledge base. Performance analysis statistics guide subse-
quent changes to the knowledge base so it improves with experience.

The IMS is implemented on networked Sun workstations, with a 56 kbps
satellite link bridging the NDAC and Center computer networks. The software
architecture is modular and distributed, with processes communicating by mes-
sages and sharing data via the DBMS. The IMS processing requirements are
easily met with major processes (i.e., signal proecessing, KBS, and DBMS) o:
separate Sun 4/2xx workstations. This architecture facilitates expansion in func-
tionality and number of stations.

The first version was operated continuously for 8 weeks in late-1989. The
Center functions were then transferred to NDAC for subsequent operation. Later
versions will be distributed among NDAC, Scripps/IGPP (San Diego), and the
Center to process data from many stations and arrays. The IMS design is
ambitious in its integration of many new computer technologies, but the opera-
tional performance of the first version demonstrates its validity. Thus, IMS
provides a new generation of automated seismic event monitoring capability.

INTRODUCTION

For decades, the need for improved capabilities to detect, locate, and identify
underground nuclear explosions has been a major motivation for development of
new technology in seismology. Seismic arrays were originally developed for this
problem, and much work has been done over the years to improve their effectiveness
(Ringdal and Husebye, 1982). During the 1970s, advancing technology and political
developments shifted attention toward regional networks and the detection and
identification of small events (magnitude < 3). This led to the design and deploy-
ment of the NORESS array in southern Norway (Mykkeltveit et al., 1983), which
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provides a significant advance in capabilities to detect and characterize the signals
from regional events (e.g., Ringdal, 1985, 1986; Sereno et al., 1988; Sereno and Bratt,
1989; Kvaerna, 1989). The success of NORESS motivated the deployment of a
second array (ARCESS) in northern Norway (Mykkeltveit et al., 1987). The
locations and geometry of these essentially identical 25 element arrays are shown
in Figure 1. For a more detailed review of the work leading to the deployment of
these arrays and an assessment of their capabilities, see Mykkeltveit et al. (1990).

Each of these regional arrays produces a data volume (~2.6 Kb/sec) that is twice
that of NORSAR, which is the largest teleseismic array in operation. Under normal
conditions, the two arrays together detect an average of about 400 regional and 70
teleseismic signals/day (Bratt et al., 1990), even though they are located in seismi-
cally quiet Scandinavia. There are days when there are more than 1,500 detections
(most are from local sources), and it is important to prepare for the possibility that
new arrays will be installed in much more active areas. Thus, substantial automation
of the data analysis is important if we are to be able to take advantage of the full
monitoring potential of these arrays. A major step was taken with the RONAPP
program (Mykkeltveit and Bungum, 1984) that automatically detects and locates
seismic events using NORESS data, and the work described in this paper builds on
this experience.

The Intelligent Monitoring System (IMS) was developed as a new approach to
the automation of seismic data analysis. It is a substantial departure from previous
systems in its integration of artificial intelligence (knowledge-based systems) and

Finland

Denmark

FiG. 1. The locations and array geometry are shown for the NORESS and ARCESS arrays. The two
are essentially identical, each having 24 elements in four concentric rings (called A, B, C, and D) plus
a center element (hub). The diameter of the outer (D) ring is & km. There are three-component seis-

mometers at the hub and three of the seven sites in the C-ring. (Figure courtesy of Frode Ringdal,
NORSAR.)
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database management systems (DBMS) technology in an automated and interactive
data analysis system. These computer science technologies provide a new capability
for addressing several important issues in treaty monitoring seismology. First, to
approach the performance of human analysts, the automated processing must
represent complex area-specific knowledge. Second, the system must have facilities
for rapid acquisition and addition of new knowledge (especially important when
new stations are installed). Finally, there are some important unsolved problems
(e.g., confident identification of small regional events), for which convenient access
to a high-quality database of representative events is critical for future progress.

The purpose of this paper is to describe the first operational version of the IMS
that produces a bulletin (detection and event lists) for the two-array network
{(NORESS and ARCESS). A much more complete and detailed description of the
system is given by Bache et al. (1990), and an analysis of its operational performance
is given by Bratt et al. (1990). The IMS system is being extended to larger networks,
including both arrays and simpler stations, but the concepts and many aspects of
the design will remain quite similar to those described here.

ARCHITECTURE

The basic functions of the IMS are shown in Figure 2. The data are acquired and
analyzed (Signal Processing) to detect signals and extract features that characterize
them. From these features the knowledge-based system (KBS) locates and identifies
events. As indicated, further signal processing is often required during Event
Identification. There is an additional requirement to estimate the yield of under-
ground nuclear explosions, but this is outside the IMS described in this paper.

The Interactive Analyst Review provides the capability to validate the solutions
produced by the automated system, correcting them and making new solutions as
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_Fig. 2. The major functions performed by IMS are shown with solid arrows indicating the dominant
direction of dataflow. Key software facilities that integrate the overall system are indicated at the left
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necessary. As indicated in the figure, access to the original data is required for these
tasks. The results of the analyst review are used in the acquisition of new knowledge
tc improve the automated processing. Figure 2 also shows three classes of software
that provide key support facilities. These include the graphics displays that provide
the man-machine interface, the facilities which manage the flow of data and control
information among the various processes (Distributed Processing Manager), and
the DBMS.

The software architecture of IMS is shown in Figure 3. The hardware architecture
has been upgraded, but the configuration used for the initial operation in October—
November 1989 illustrates the minimum requirements. During this period, the
system included two Sun 4/2xx workstations at the NORSAR Data Analysis Center
(NDAC) in Norway and five Sun workstations (two 4/2xx, 4/110, 3/160, 3/110) at
the Center for Seismic Studies (Center) in Arlington, Virginia. These were on UNIX
local-area networks (LANSs) at each site, and the two LANs were connected with a
Proteon gateway implemented on Proteon 4200-10 computers at the two sites. This
gateway routes inter-LAN packets over the satellite link, creating a wide-area
network (WAN).

Raw data from the arrays are digitized and recorded automatically in the field
and telemetered to NDAC where the seismic data from each array are separated
from the maintenance (state-of-health) data. The data are checked for validity and
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stored on a first-in, first-out disk buffer called a Disk Loop (see Paulsen, 1986,
1988, for details on the data acquisition). The Disk Loops provide the external
interface to IMS that begins with the Waveform Agent, which retrieves waveforms
from the Disk Loop for each array, converts them to IMS database format, and
feeds them to the Signal Processing process for that array. This process detects
signals and computes the characterizing features using algorithms described in a
later section. These features include attributes stored in the relational DBMS and
UNIX files (e.g., spectra) managed by pointers in the DBMS.

On a regular schedule (usually once per hour), the Send Agent retrieves the
features from the NDAC DBMS and transfers them to the Receive Agent at the
Center. The latter inserts the features into a DBMS and sends a message telling
the Locate & Identify process that new data are available for processing. This KBS
is described in a later section. When the Locate & Identify process completes its
interpretation of the data, it puts the results in the Center DBMS and sends a
message to the Display Agent (DA). The DA retrieves the location from the DBMS
and uses travel-time tables to select the waveform segments to be requested from
the Disk Loops at NDAC and transmitted across the link to the Center. The Send
and Receive Agents handle the transmission of the waveforms, and the latter sends
a message to the DA when the waveforms for a particular event arrive. At this time,
the DA initiates the Beamform process to compute a set of standard beams for
summary output and later analyst review. When the beamforming is finished, the
DA is informed, and it initiates the production of a hardcopy display (see Fig. 8 and
related discussion).

The processes described so far are fully automatic, requiring no human interac-
tion. The delay between signal arrival at an array and insertion of an event solution
in the DBMS is somewhat arbitrary since there are several buffers introduced for
operational convenience. It could be made as short as a few minutes after the Lg
arrival. In the 1989 implementation, the minimum time segment for signal process-
ing was 30 min, and detections and features were transferred to the Center each
hour. Thus, the time lag before a location appeared in the Center DBMS varied
between 30 min or so and several hours, depending on the arrival time of the last
detected signal and the number of detections in the segment (the processing time
is roughly proportional to the number of detections). Also shown in Figure 3 are
the Interactive Analysis and Knowledge Acquisition functions that are done after
the automated processing is completed. These will be described in a later section.

This distributed processing architecture locates the data-intensive signal process-
ing near the source of the data at NDAC. Only waveforms including events thought
to be interesting are transmitted across the link, and the volume of data retrieved
depends on the criteria used. In the 1989 operation, the criteria were quite simple:
7 min segments of all channels at each array beginning 30 sec before the Pn arrival
time for every regional event. The KBS formed about 50 regional events/day, and
these simple criteria required retrieval of less than 20 per cent of the data (many
event segments overlap, so the average length of the segments retrieved is less than
7 min). It is straightforward to reduce this by adding more complex criteria (e.g.,
shorter segments for local events) if the volume of data retrieved becomes an issue.

Figure 3 presents an abstract view of the IMS architecture that hides much of
the complexity. The automatic processing involves 23 UNIX processes plus the two
DBMS processes. The interactive analysis tools include 12 processes, and there are
8 others for process management and system administration. The software written
specifically for IMS includes more than 200,000 lines of Fortran, C, Bourne shell,
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and Lisp code {about 35 per cent are in-code comments that are essential for
maintaining the software). IMS also includes commercial DBMS software (Oracle
and Ingres), the X Window System (used for all graphics), and a commercial
natural-language interface to the DBMS (from Natural Language, Inc.).

The individual processes within IMS communicate control information via inter-
process communication (IPC) messages. All data are managed by the DBMS. Thus,
process A transfers data to process B by inserting it in the DBMS and sending an
IPC message to process B informing it that new data are available. This design
allows substantially independent development of separate functional elements of
the system with coordination achieved by shared database and IPC message dic-
tionaries. It also facilitates the distribution of processes across a network of
workstations, providing an architecture that is easily scaled up for future expansion.
However, one of the major challenges of the development was implementation of
this complex design in a robust and fault-tolerant operational system. At this stage
of its development, UNIX does not provide the facilities needed for fault-tolerant
management of IPC message traffic, and software to provide these facilities was
written for IMS. It is designed to rout all IPC messages through a central Dispatcher
process that ensures that they reach their destination and takes appropriate action
if they do not. The Dispatcher is complemented by a Manager process that provides
facilities for system administration and monitoring.

DATABASE MANAGEMENT

All parametric data generated by IMS are managed by a commercial relational
DBMS, and the processes retrieve and store data via SQL (a database query
language) embedded in the source code. The database structure is an extension of
the “Center for Seismic Studies Database Structure Version 2.8” (Brennan, 1987),
with attributes and relations added to manage new data objects introduced during
the IMS development (mainly to manage data generated by the KBS). The database
also includes data that do not fit conveniently in the tabular structure of a DBMS,
and these are managed by the UNIX file system with pointers maintained in DBMS
relations (Berger et al., 1984). Data in this category include the time series, Fourier
spectra, and f-k power spectra.

As shown in Figure 3, IMS includes independent DBMS at NDAC (using Oracle)
and the Center (using Ingres). Two different DBMS products are used for admin-
istrative reasons, and either will meet all IMS requirements. Data are transferred
between the two with UUCP (a UNIX-to-UNIX file transfer utility) with inde-
pendent counters providing unique indices. The waveform and spectrum files are
transferred in an analogous way, with independent pointer relations maintained in
the two DBMS.

An abstract view of the organization of the IMS DBMS is shown in Figure 4.
The major relations (tables with rows called tuples that contain a fixed number of
parameters called attributes) are detection, detloc, loc that describe events, and the
audit relation that stores a history of the decision process. Each detected signal is
represented by a tuple in the detection relation, and each event is represented by
one or more tuples in loc. The detloc relation links events to detected signals
associated with them. The many-to-one linkages from detloc indicate that many
detections are associated with one event solution and that a single detection may
be associated with several (hypothesized) event solutions. This method of linking
detections with events is a powerful concept introduced in the original Center
DBMS (Berger et al., 1984) where it appears in the arrival, assoc, origin triad. As
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Loc I

Fic. 4. The organization of relations (tables) in the IMS relational DBMS is sketched with the most
important linkages among these relations.

shown in the figure, many relations can be added (with one-to-one linkages) as the
need arises to describe the signals and events.

New features introduced in the IMS DBMS include the audit relations and the
hierarchical linkage within the detloc and loc relations (represented by “ancestors”
and “children”). In detloc, this is used to link several interpretations of a particular
detection (e.g., the automated processing identifies it as Sn, but the analyst changes
it to Lg). In loc this is used to link an evolving series of hypotheses for the solution
for a particular event by the Locate & Identify processes. These processes write a
sequence of audit tuples to maintain a record of the reasoning for each association
between a detected signal and an event solution. Each audit tuple is linked to a
tuple in a relation describing the knowledge base and to tuples in another relation
describing how that knowledge was applied in this particular case (see the section
on “Audit Trail and Explanation”). Also maintained in the DBMS are relations
that provide process and state information for control and fault recovery.

The IMS database includes 25 dynamic relations and 14 quasi-static relations
(beam recipes, instrument locations, etc.). There are 371 attributes in the dynamic
relations, including 68 occurrences of 24 keys that link the relations. During the
first 8 weeks of operation, some of these relations grew to more than 10° tuples, and
they are continuing to grow at this rate. The rapid retrieval of data from this large
and complex database is a major achievement of IMS best expressed in the smooth
performance of the interactive analyst review station.

SIGNAL PROCESSING

The functions performed by Signal Processing are shown in Figure 5. Many of
the algorithms (and FORTRAN subroutines implementing them) were adapted
directly from the RONAPP code (Mykkeltveit and Bungum, 1984). The “Detection”
algorithms are essentially identical to those in RONAPP. They begin with quality
control to identify and repair or mask (exclude from subsequent processing) bad
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Fi16. 5. The IMS signal processing is described in a dataflow diagram. The processing is divided into
“Detection” and “Post-Detection Feature Extraction.” In the former, seismic signals are detected and
time segments containing signals are selected for subsequent analysis by the latter to compute the
features shown along the bottom.

data. A fixed set of coherent and incoherent filtered beams are then formed on the
vertical and horizontal channels. In the 1989 operation of IMS, 74 beams were
computed, including 70 vertical beams selected according to the recommendations
of Kveerna (1989). These include 5 incoherent beams (formed by summation of
selected channels after filtering and rectifying) that are filtered to detect the lower
frequency Lg phase, 9 infinite velocity (unsteered) beams in different filter bands,
and 8 beams selected to detect P waves from the major Soviet test sites at Novaya
Zemlya and Semipalatinsk. The other 48 vertical beams are steered by simple delay-
and-sum operations to 6 evenly spaced azimuths (30°, 90°, etc.) in 8 filter bands
from 1.5-3.5 to 8-16 Hz. There are also 4 horizontal incoherent beams formed by
summation of all (up to 8) horizontal channels after filtering and rectifying. The
channels included in the beams are selected to optimize signal/noise (Kveerna,
1989). For example, the lower frequency-steered beams are done with 17 seis-
mometers (A0, C and D rings), and the highest frequency beams are done with 9
seismometers (A0, A and B rings). The RONAPP short-term average/long-term
average {STA/LTA) detector is applied to each of the computed beams and a
detection is declared whenever the SNR (= STA/LTA) exceeds a specified thresh-
old. Simple rules are used to select the preferred “detecting” beam when several
beams go into a detection state simultaneously.

As indicated in Figure 5, the “Detection” processing selects segments for four
distinct post-detection processes. In Analyze Beams, the RONAPP algorithms are
used to refine the detection onset time and estimate the amplitude and dominant
frequency of the detected signal. The standard deviation in the onset time (used in
subsequent location calculations) is computed here and varies from 4 sec when the
SNR is at the threshold to 1 sec when SNR = 5 times the threshold (Bratt and
Bache, 1988).
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The f-k computation is done with the wide-band algorithm of Kveerna and
Doornbos (1986) using a 3 sec segment starting 1.1 sec before the onset time at the
center element of the array. The frequency band for the calculation is one octave
centered over the dominant frequency. The resolution is 0.02 sec/km in slowness
between 0.0 and 0.4 sec/km. Estimates for the azimuth and slowness of the detected
signal are obtained by interpolation around the peak power. The error in these
estimates depends on the wavenumber resolution in this frequency band and the
quality of the particular solution [see Bratt and Bache (1988) and Bache et al.
(1990) for details on the error estimates]. Also computed are array-averaged spectra
for each detection and a preceding noise segment using the method of Bache et al.
(1985). The signal spectrum is computed for a 5 sec window starting 0.3 sec before
the onset time, and the noise segment begins 12 sec before onset time.

The polarization analysis is done using the method of Jurkevics (1988) modified
for automated application. This analysis is done in the time domain in thirteen 2
sec overlapping windows spaced 0.5 sec apart in an 8 sec data segment starting 4
sec before the onset time. Various features are computed from the eigenvalues of
the polarization ellipsoid. These include the rectilinearity and apparent incidence
angle in the time window of maximum rectilinearity, and the horizontal/vertical
amplitude ratio and incidence angle of the smallest eigenvalue in the time window
with the maximum three-component amplitude.

AUTOMATIC SIGNAL ASSOCIATION AND EVENT LOCATION

As indicated in Figure 3, the Location & Identify KBS retrieves the most recent
detections and their characteristics (features) from the DBMS on receipt of a
message from the Receive Agent. The KBS associates detections with events and
locates those events. This process requires the representation and evaluation of
multiple hypotheses, and this is done with an “active multiple worlds” architecture.
The association and location hypotheses are represented by “worlds,” which are
built up from the feature input through rule-based and procedural inference. This
KBS is programmed in Lisp using Flavors for object-oriented programming and the
Meta-level Representation System [(MRS), see Russell, 1985] for rule-based knowl-
edge representation and inferencing.

As indicated in Figure 6, the reasoning process is divided into stages with
independent rules at each stage. The detections from each array are first analyzed
separately (Single-Array Processing), and the results are then fused to obtain the
final solution in Network Processing. The reasoning process and knowledge applied
at each stage is described in this section. The focus is almost entirely on event
location, with only brief comments made about the complex subject of event
identification.

Initial Phase Identification

Phase classification based on horizontal phase velocity (vel) from f-k provides a
major simplification of the interpretation task. Phases with peak f-k power less
than 2 dB above background are marked N (nc-e) in the detection list, so all phases
considered to be seismic signals have reasonal.y accurate vel estimates. Following
Mykkeltveit and Bungum (1984), we separate P and S phases at vel = 6 km/sec. In
our experience, there are almost no exceptions to this rule. Separating teleseismic
P and regional P is not as easy, but signals with vel > 14 km/sec are almost always
from teleseismic events, and signals with vel = 2.8 km/sec are almost always noise
or late S coda detections (not useful for location) that can safely be treated as noise.
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Fi16. 6. The reasoning process employed by the IMS data interpretation expert system is sketched.
The figure shows the major steps in the reasoning process applied to the data from each array. The
results of the single-array processing are combined in Network Processing that is described in more
detail in Figure 7.

Thus, phases with 14 = vel > 6 are identified as regional P, phases with 6 = vel >
2.8 are identified as regional S, and the other phases are marked in the detection
list as T (teleseism) or IV (noise) and removed from consideration as regional phases.
Some of the remaining P will actually be teleseisms, and some of the remaining S
will actually be noise. Many of these could be removed from the regional event
interpretation by applying more knowledge (e.g., frequency content), but winnowing
out these phases at this stage provides few advantages to offset the added complexity,
at least in this first implementation.

Phase Grouping

The next stage is to form groups of P and S phases that could be generated by
the same event. The detections are first separated into “initial groups.” A detection
is added to an initial group if it occurs within 6 min of the last detection in that
group and if its azimuth overlaps (within signal-specific error bounds on the f-k
estimate) with the azimuth of any detection in the group. Otherwise, a new group
is formed. Each initial group is then analyzed to determine if the detections are
from one or more events. An obvious indication of a second event is the presence
of a P following an S. More complex rules comparing the patterns of P and S phases
with the travel times for regional phases are also used to infer that the initial group
includes detections from more than one event.
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When there are two or more events, each P and S phase is assigned to an “event
group.” This can be very difficult since it is not always possible, even for a skilled
human analyst, to unravel mixed signals correctly using data from only one array.
Thus, the objective is to find the combinations of P and S phases that are most
likely to be correct, recognizing that detections from another station might be
needed to resolve ambiguity. This is done at a later stage (Network Processing).
A significant simplification to the grouping problem is made by collecting closely
spaced phases of the same type (P or S) into bins. Individual phases in the bins
retain their individual identity, but it is sometimes convenient to treat a bin as a
single phase (e.g., a phase and following coda detections). Various rules are applied
to form these bins and associate P bins with S bins to form events. These rules
consider the pattern of phases, their relative amplitudes and their azimuths. The
result is assignment of phases to event groups that contain at least one P and one
S phase. Some phases are ungrouped at this stage, but these may be associated with
events during the subsequent Network Processing.

Defining Phase Identification

In this stage at least two “defining phases” (Pn, Pg, Sn, Lg, and Rg) are identified
to provide the information necessary to locate the event with data from one array.
The specific rules implemented in the 1989 version of IMS are given by Bache et
al. (1990). They consider the apparent range from the array (based on the arrival
time separation between the first P and largest S in the event group), the polari-
zation, the pattern of P and S phases, relative amplitudes of phases, and the
apparent location relative to major structural features (e.g., Lg does not propagate
on oceanic paths).

Location

All seismic locations computed in IMS are done with an automated location
program called LocSAT (from Bratt and Bache, 1988). This program uses back-
azimuth and arrival-time estimates together with their error estimates (that depend
on the signal/noise) in a least-squares-inverse location algorithm. The output
includes the location solution (latitude, longitude, and origin time) and the 90 per
cent confidence error ellipsoid. The depth is constrained to zero for all location
solutions done during automated processing. The LocSAT algorithm allows the use
of both a priori (the error estimates on the individual data) and a posteriori (the
solution residuals) information about the data uncertainties. In the 1989 operation,
the controlling parameters were chosen to make the confidence ellipsoids much
more dependent on the input data error estimates than on the solution residuals.

The Pn and Sn travel-time curves are computed from the P-wave model provided
by Mykkeltveit (personal communication) given in Table 1. The S-wave velccities
in the crust are obtained by assuming a Poisson’s ratio is 0.25, and the mantle S
velocities were estimated from observations of 102 events recorded at NORESS and
ARCESS. Constant group velocities of 6.20, 3.55, and 3.00 km/sec were assumed
for Pg, Lg, and Rg, respectively. This model is most appropriate for paths from
NORESS to the east. Paths to the west and to ARCESS are known to be different,
but no attempt was made to account for these differences in the first operational
version of IMS.
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Network Processing

The results of Single-Array Processing are combined in Network Processing to
obtain the final interpretation. The general concept is to start with solutions from
one array, seek corroboration from observations at the other array, and resolve
inconsistencies by backtracking to change earlier decisions. The objective is a
consistent explanation of as many phases as possible. This reasoning process is
sketched in Figure 7. In Event Grouping, single-array locations from each array are
grouped if there is any possibility that they include defining phases (Pn, Pg, Sn,
and Lg) from the same event. The rules group single-array locations if their origin
times are within 6 min, and if the location from one array has at least one defining
phase consistent (within large error bounds) with an event providing at least one
defining phase for the location at the other array.

The ellipses from grouped single-array locations are compared to determine if
their 90 per cent confidence ellipsoids (location and origin time) overlap. If they do,
the single-array locations are assumed to be correct (i.e., the associated phases are
assumed to be identified correctly), and the Network Location is computed. If they
do not, rules are used to backtrack and revise earlier decisions to seek overlapping
ellipses. First, the location nearest its locating array (array A) is assumed to be
correct, and the defining phases from the array B location are revised using rules
defining appropriate revisions. Each revision gives a new array B location, and this
is tested to see if the new confidence ellipsoid overlaps with that from array A. If
so, these single-array locations are assumed to be correct, and the Network Location
is computed. If these revision options are exhausted without success, the original
array B solution is fixed, and the same revision process is followed for the array A

Yes:

N
: Unessoclated N
Phases
\ BRI
. F16. 7. The reasoning used for network processing is sketched. The output of this processing is
indicated in the three boxes at the right side of the figure.
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solution. If overlapping confidence ellipsoids are found during this process, it
becomes the Network Location. As implemented in 1989, the backtracking is limited
to revision of one defining phase from one array and associated changes needed to
maintain consistency (e.g., if Sn is changed to Lg and Lg was already defined, this
Lg is changed to undefining S). There are no rules that allow changing undefining
P or S into a defining phase or that allow revision of defining phases at both arrays.

When the search for overlapping ellipsoids is completed, individual phases are
sought to corroborate the remaining single-array locations. Each of these single-
array locations is considered in order of origin time. The 90 per cent confidence
ellipsoid is used to compute the minimum and maximum arrival times for each
defining phase at the other station. If a phase at the other array has its arrival time
within this time window, is of the correct type (e.g., P for Pn and Pg), and is not
already a defining phase for another event, it is taken to be a corroborating phase.
If several phases satisfy these criteria, the one with arrival time closest to the center
of the time window is chosen. There are no limitations on the number (up to four)
of corroborating phases found during this procedure, but usually there is only one.
Occasionally, both Pn and Pg are found, and rarely both Sn and Lg are found. We
do not expect to find both P-type and S-type defining phases at this stage, since
phases that meet the conditions for corroboration would almost certainly have been
associated during single-array processing. If no corroborating phases are found for
the original single-array location, it is revised using the same rules applied during
backtracking with overlapping ellipsoids. If all revision options are exhausted
without finding a corroborating phase, the original single-array location is assumed
to be correct and becomes the final solution.

In the last part of Network Processing, all phases not associated with an event
during the previous steps are analyzed to form events from one defining phase at
each array. Any two phases that are consistent with the same regional event
(considering the error bounds on onset time and azimuth) are used to define a
possible event. When there are several mutually exclusive possibilities for pairing
phases (a common occurrence), rules are applied to select the solution most likely
to be correct. Most of the events formed this way are later rejected by the analyst.
The rules were designed to form nearly all possible events, recognizing that this
will result in many false events, since an event hypothesis provides the basis for
retrieving waveform data for analyst review. This bias toward false events reduces
the possibility that an interesting event will be missed.

Magnitude

A magnitude is computed for each location after analyst review to validate that
location is completed. This is computed from the peak amplitude of a filtered (2 to
4 Hz) incoherent beam (no steering) of 13 vertical channels (A0, B and C rings) in
the time window defined by group velocities between 3.0 and 3.6 km/sec. A distance
correction from Bath et al. (1976) is added to convert to magnitude. This magnitude
is computed for each station that has any defining phase (i.e., it need not have an
identified Lg), and the network magnitude is the mean of the solution magnitudes.

Event Identification

Since the focus in this paper is on automatic and interactive event location, we
make only some brief comments on event identification. The Locate and Identify
process includes a rule-based fusion of information that includes the location itself,
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comparison of the pattern of detections with those from previous events of known
type (Baumgardt, 1987), evidence of ripple-firing (Baumgardt and Ziegler, 1988),
and Pn/Lg spectral ratios. Location is sufficient to identify many events, ripple-
fired events are clearly industrial explosions, and some earthquakes are identified
with high confidence with spectral ratios. However, many of the small events located
by IMS are very difficult to identify. In fact, testing new concepts for identification
is inhibited by uncertainty about the true source-type of many interesting events.
Thus, the identification of small regional events remains a difficult and unsolved
problem, and much work is needed to develop the knowledge required for reliable
identification.

Audit Trail and Explanation

One of the major features that distinguishes the IMS KBS system from most
other applications of this artificial intelligence technology is the integration with a
relational DBMS for maintaining an audit record of the decision process. This audit
record is central to the IMS knowledge acquisition concept (described in a later
section), but it is also used for explanation of the reasoning (explanation is often
cited as a distinguishing attribute of KBS). In more typical KBS applications,
explanation is provided while all relevant data are resident in memory. However, in
IMS interesting events happen at unpredictable and inconvenient times, and the
practical options are to cache the explanation information within the relatively
rigid framework of the DBMS, or to rerun the KBS on the original input data. The
emphasis in IMS has been on the DBMS approach that offers persistent storage
and the ability to sort and synthesize explanation information accumulated over a
long period of time.

The audit record is designed to allow a reconstruction of the decision process,
and no attempt is made to record every decision. Rules, groups of rules, and
procedures used to make important decisions are represented by knowledge sources
(KS) that are segmented into seven distinct KS classes. These KS classes follow
closely the reasoning steps shown in Figure 6. They include signal processing, initial
phase identification, initial detection grouping, phase grouping, defining phase
identification, event grouping, and network location.

In the 1989 implementation, there were 40 KS, including 22 in the “defining
phase identification” KS class. Some KS classes (signal processing, initial detection
grouping, and event grouping) contain only one KS. The information they provide
about the decision process can be inferred, but they are written for convenience in
accumulating statistics for knowledge acquisition, as explained later. ‘The audit
record is stored in DBMS relations linked to the detloc relation (Fig. 4). For each
detloc tuple, there are seven audit tuples (one for each KS class) that are linked to
descriptions of the KS used to make the decisions. Explanation is provided in the
analyst-review station by the capability to retrieve human-readable versions of
these KS for each detection displayed.

ANALYST REVIEW

The analyst-review station (ARS) provides interactive display and editing tools
to review, explain, and correct the solutions produced by the Locate & Identify
process. It is integrated with separate processes that provide capabilities to display
and manipulate digital maps and satellite imagery. Figure 8 shows a typical screen
display after the analyst has selected a particular event for review and correction.
In this example, the KBS has made a minor error in the interpretation of the
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F16. 8. A typical Analyst Review Station display is shown for an event solution (denoted by a unique
Orid) obtained by the Locate & Identify expert system. The buttons on the control panel at the lower
left are used to initiate operations, and the buttons on the waveform displays bring up menus with
various operations. The waveform displays show standard beams for each array with the phase identifier
at the onset. time for all detections in the time segment. The vertical line with the phase identifier
indicates that the phase is associated with the current Orid (in this case all pheses are associated with
Orid 351). The expected arrival times for Pn, Pg, Sn, Lg, and Rg (at ARCESS) are computed for the
location solution and are shown as vertical lines above the time axis. The event solution has been sent
to the map (with the “Map Current Event” button), and each phase is plotted with a line at the estimated
azimuth. Also shown are the location and its confidence ellipse.

NORESS data (the second S is a better choice for Sn). Using ARS tools, the analyst
can fix this error, expand the data to refine the onset timing, add, delete, associate,
and disassociate phases, etc. Revised locations can be computed at any stage and
plotted on the map at this or more detailed scales. The hardcopy plot of the KBS
solution produced by the Display module (Fig. 3) as part of the automatic processing
includes waveform and map displays that are nearly identical to those shown in
Figure 8, plus lists of the most important information about the solution.

When the analysis is complete, the analyst can choose to validate or invalidate
the KBS solution as a whole or write his corrected solution to the DBMS. The
results of these analyst decisions are maintained in the DBMS with links between
the KBS solution and revised solutions made by the analyst (for details, see Bache
et al., 1990). This linkage allows the analyst and KBS solutions to be compared in
detail by the Knowledge Acquisition processes.

KNOWLEDGE ACQUISITION

The IMS knowledge acquisition concept is sketched in Figure 9. The Performance
Validation process is a rule-based KBS that compares the automated processing
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KBS and analyst solutions to determine which elements of the knowledge base
(KS) have implicitly been invalidated by analyst corrections. The rules select the
KS class where the error was made, and the audit tuple for this KS is marked
invalid. The audit tuples earlier in the sequence are marked valid, and later tuples
are marked to be ignored when statistics are computed (since earlier errors may be
the cause of apparent errors in later decisions). The results of many analyst changes
(retiming, renaming) are written to the DBMS with a one-to-one link between the
KBS and analyst interpretation of a particular detection, and for these changes,
the rules to select the responsible KS are relatively straightforward. More complex
rules compare patterns in the groups of detections associated with the KBS and
analyst event solutions to select the KS that has been invalidated by the changes
made by the analyst.

The Performance Validation process also computes a variety of information that
is maintained in summary relations in the DBMS. The attributes computed include
array-event distances, number of associated phases of each type, etc. Other summary
relations maintain statistics on the difference between KBS and analyst solutions
(distance between the two, difference in number of defining phases, number of
phases retimed, etc.).

Figure 9 indicates that the audit records provide the basis for Explanation
(described earlier) and Performance Analysis. The latter includes organization and
analysis of information about the performance of the KBS to develop new knowledge
(rules). For example, a seismologist might find each KS that has been invalidated
more than x per cent of the time it was used. All events that use one of these KS
could then be plotted on the map to review the spatial distribution of events for
which this KS was valid and invalid. Selected examples could then be retrieved for
more detailed review. The objective is to focus attention on deficient elements of
the knowledge base and to facilitate a systematic review of relevant examples to
understand the deficiencies. Automated augmentation of the knowledge base is not
attempted in IMS. Also, note that accumulation of adequate experience to develop
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new rules takes time, so changes in the knowledge base are expected to be infrequent.
New rules are validated by regression testing using previously processed events.
The audit records help select an appropriate data set for regression testing, since
they include a record of each use of a particular element of the knowledge base.

CONCLUSIONS

This first operational version of IMS provides a new generation of automated
seismic data analysis capability. Even with the initial knowledge base, which was
developed before the accumulation of much experience with these array data, the
performance is quite good (see Bratt et al., 1990). Much more important is that
IMS provides a framework for rapid and convenient growth, both in performance
and in the volume of data processed.

Most of the seismic data analysis concepts and algorithms included in IMS are
well-known to seismologists. Where this system represents a major departure from
previous work is in its integration of near state-of-ihe-art signal processing, KBS,
DBMS, distributed processing, and computer graphics technologies in a robust
operational system. The thorough integration of a commercial relational DBMS to
manage all data is especially noteworthy in view of the size and complexity of the
database and the stringent requirements for rapid data retrieval. Thus, one major
conclusion is that DBMS technology offers the potential for large gains in R&D
productivity across a wide range of problems requiring manipulation of large
amounts of data.

The distributed processing architecture of IMS provides a cost-effective and
scalable system by distributing the processing load across a network of relatively
inexpensive workstations. Expansion in functionality and/or volume of data proc-
essed is done in a straightforward way by adding or modifying processes or proces-
sors. Another important advantage of this architecture is that it facilitates parallel
software development since the individual processes are nearly independent. One
of the major achievements of the IMS project is the successful implementation of
this ambitious distributing processing architecture in a reliable operational system
(full-time operation requires only one system administrator and one analyst). Since
the software developed to manage the distributed processing is nearly independent
of the details of IMS, it can be used for other distributed applications.

From the seismological perspective, the major advance of IMS is the integration
of KBS technology into a complete system for detecting, locating, and identifying
seismic events and acquiring new knowledge to improve the performance of the
system. The initial period of operation identified a number of areas where better
capabilities are needed (Bratt et al., 1990). Some of them are in the signal processing;
for example, there is a need for a better measure of onset time, improved detection
of Lg, improved use of polarization information, and consistent measures of signal
amplitude. In signal association and location, the KBS sometimes has difficulty
with multiple event sequences, and there are many examples where improved use
of station and region-specific knowledge is needed and would improve the location.

Identification of small regional events remains a difficult and unsolved problem,
and this first operational version does not include the knowledge for a major
breakthrough in this area. However, IMS does provide the framework for automated
and interactive testing and evaluation of event identification procedures, which is
expected to encourage rapid progress in the future.

In early 1990, the portion of IMS operated at the Center during 1989 was moved
to NDAC for continued operation. The architecture differs only in that data are
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moved between two DBMS at the same facility rather than across a satellite link.
The system is currently being expanded to process data from two new NORESS-
type arrays (in Finland and Germany) and several three-component stations else-
where in Eurasia. The architecture of the first operational version of the expanded
system will be like that shown in Figure 3, with processing again distributed among
multiple sites.
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ABSTRACT

The Intelligent Monitoring System (IMS) integrates advanced technologies in a
knowledge-based distributed system that automates most of the seismic data
interpretation process. Results from IMS during its first 8 weeks of operation
(1 October through 25 November 1989) are analyzed to evaluate its performance.
During this test period, the IMS processed essentially all data recorded by the
NORESS and ARCESS high-frequency arrays in Norway. The emphasis was on
detection and location of regional events within 2,000 km of these arrays. All
events were reviewed and corrected if necessary by a skilled analyst. The final
IMS Bulletin for the period includes 1,580 regional events (~28 events/day).
Approximately 55 per cent were smaller than M, 1, with the largest just over
M, 3.

Comparison of IMS locations in southern Finland and northwestern USSR
(800 to 900 km from both arrays) with event locations from the University of
Helsinki’s local network bulletin are used to assess the detection and location
capabilities of the system. Two or more phases (minimum needed to locate) were
detected for 96 per cent of the events with magnitude greater than 2.5. The
median separation between the IMS and Helsinki locations for all common events
was 23.5 km. A consistent bias in arrival-time and azimuth residuals was cbserved
for events in small geographic areas, indicating that refined travel-time models
and path corrections could further improve location accuracy.

The knowledge base in this first version of IMS was based on analysis of
NORESS data, and many of the errors in interpretation corrected by the analysts
can be attributed to differences encountered when this knowledge is used to
interpret ARCESS data. Nevertheless, nearly 60 per cent of the events appearing
in the final bulletin are automatic solutions approved without change or moved
(by analyst corrections) less that 25 km from the automatic locations. The IMS
had the most difficulty interpreting the overlapping signals generated by closely
spaced explosions commonly detonated at mines in the Kola Peninsula and
northern Sweden. Using the knowledge acquisition facilities included in the
system, the deficiencies responsible for these and other errors are isolated,
leading to development of new knowledge to be incorporated in the next version
of the IMS knowledge base.

INTRODUCTION

The Intelligent Monitoring System (IMS) was designed for efficient and accurate
processing of the large volumes of high-frequency data provided by new and proposed
single-site and array stations in Eurasia (e.g., Mykkeltveit et al., 1983; Korhonen
et al., 1987; Berger et al., 1988). The IMS exploits advanced technology, including
knowledge-based systems (KBS) for automatic detection and location, interactive
waveform and map manipulation tools for analyst review of the solutions, and data
management by an integrated relational database management system (DBMS).
The input data are continuous waveforms, and the output is an on-line database,
including identified phase deteciions, located seismic events, waveform segments,
and a history of the decision process. A detailed description of the design of the
IMS is provided by Bache et . (1990).
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The current performance and future promise of this new approach to automated
analysis of seismic data is evaluated here by reviewing the results of IMS processing
during an initial 8-week test period from 1 October through 25 November 1989.
During this test period, the system processed regional data from the NORESS
and ARCESS high-frequency arrays in Norway and was distributed between the
NORSAR Data Analysis Center (NDAC) near Oslo, Norway and the Center for
Seismic Studies (Center) in Arlington, Virginia. The specific objectives of this test
were to:

* Assess the operational reliability and efficiency of the system.

* Collect an on-line database of parameters and waveforms from regional events
in northern Europe, organized to facilitate the acquisition of new knowledge.

¢ Determine the regional monitoring capability of the overall system, including
the instrumentation and analysis software.

» Explore the advantages of KBS technology for seismic data analysis, especially
its capability to incorporate new knowledge acquired with experience.

OPERATIONAL EXPERIENCE

The IMS is an operational system with near-real-time performance requirements,
and we assess its operational reliability and efficiency in this section. A complete
description of the IMS architecture is presented by Bache et al. (1990), including
Figure 1, which is reproduced here to provide a context for the discussion.

Instrumentation

The input data are from the NORESS and ARCESS arrays in Norway (Myk-
keltveit et al., 1983). These high-frequency arrays sample data at 40 Hz on 21
vertical and 4 three-component GS-13 seismometers distributed in four concentric
circles with a maximum aperture of 3 km (Fig. 2). The full-period data (about 240
Mbytes/array/day) are telemetered continuously to NDAC. These arrays provided
data to the IMS for 98 per cent (NORESS) and 97 per cent (ARCESS) of the
8-week test period.

Signal Processing

There is a separate computer (Sun 4/2xx), magnetic disk buffer (Disk Loop), and
Signal Processing process at NDAC for each array in the system (Fig. 1). Raw
waveform data telemetered from the field are placed on these Disk Loops where
they remain for about 60 hr. Each Signal Processing process retrieves raw data
from the Disk Loop, computes 74 beams, detects signals, measures signal features,
and stores the results in the local DBMS. The most important features (see Bache
et al., 1990, for details) include onset time, amplitude, horizontal phase velocity,
and azimuth from frequency-wavenumber (f-k) analysis, and measures of the
polarization ellipsoid. On a Sun 4/2xx workstation, this processing requires an
average of about 40 per cent of real time. During periods of aromalously high
detection rates (discussed later), Signal Processing may fall behind real time, but it
recovers quickly as the detection rate recedes toward normal. The IMS computers
at NDAC in Norway are linked to the IMS computers at the Center in Virginia by
a wide-area network bridge on a 56 kbit/sec sateliite link. During the test period,
the IMS made hourly transfers of all features from a DBMS at NDAC to a parallel
DBMS at the Center. The average daily volume of features transferred was about
16 Mbytes for about 625 phase detections. The typical lag time between event origin
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time and the appearance of related features in the Center DBMS was between 1
and 2 hr. About 99 per cent of all waveform data received at NDAC were successfully
processed and the features transferred to the Center.

KBS Location

Arrival of new data in the Center DBMS initiates the KBS (Locate & Identify,
Fig. 1) that interprets the features. The signal detections are associated with events
and identified as “defining” regional phases (e.g., phases used to locate: n, Pg, Sn,
Lg, and Rg), or marked as unidentified regional phases, teleseisms, or noise detec-
tions. Using the onset time and f-k azimuth data for defining phases, surface
locations are computed for regional events using the method of Bratt and Bache
(1988). Magnitudes (M,,) are computed from Jg amplitudes measured on an
incoherent beam filtered between 2 and 4 Hz and corrected with an amplitude-
distance function modeled after Bath et al. (1976). The knowledge base used for
this interpretation includes both general and area-specific rules and procedures. It
is designed to form nearly all possible event solutions, since waveform data are
retrieved for subsequent analyst review only for events located by the KBS. A
history of the rules and data used to derive each solution is mairtained in an “audit
trail” output by the KBS. This is important for future improvement of the system,
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as will be explained later. On a Sun 4/2xx workstation, KBS processing requires
about 25 per cent of real time to form an average of 44 events each day. The KBS
location results are normally output to the DBMS within 1 to 4 hr of event origin
time. This lag time is controlled by the duration selected for several buffers, and it
could be reduced to minutes after the arrival of the last detected phase.

Waveform Retrieval and Hardcopy

The KBS initiates a request to retrieve the waveforms from the NDAC disk loop
for each located event. During the test period, the system requested 420 sec segments
of all channels from each array, with each segment starting 30 sec before the
predicted time of the first P arrival. With these simple criteria, an average of 100
Mbytes of waveform data were retrieved daily for events formed by the KBS. Note
that this is only about 20 per cent of the data recorded by the two arrays. Upon
arrival at the Center, these data are beamformed (Beamform, Fig. 1) to accentuate
regional phases from the direction of the hypothesized event, and a hardcopy display
of the solution is made (Display).

Interactive Analyst Review

The Interactive Analysis processes include integrated waveform and map display
and manipulation tools for efficient review of the solutions produced autornatically
by the KBS. Each KBS solution is validated as correct; corrected by the analyst if
necessary, or rejected if the analyst cannot verify its existence. Thorough review of
one day's data from two arrays generally requires 4 to 6 hr. The final IMS Bulletin,
containing an average of 28 analyst-approved events per day, is completed within a
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day of the event. All KBS and analyst-corrected solutions are permanently archived
in the DBMS. The raw and beamformed waveform segments and the Fourier and
f-k spectra are also archived for events larger than m;, 2 (~6 events/day). This
archive grew at a rate of about 20 Mbytes/day during the test period.

Staffing

By the end of the test period, IMS operation required a system administrator to
maintain the automated processes (Signal Processing, KBS Location, and Wave-
form Retrieval), and a seismic analyst to review the results (Interactive Analysis),
with occasional hardware and software support from others. All IMS staff were
located at the Center, with operation and maintenance of the NDAC processes
performed remotely over the network bridge.

FINAL SYSTEM RESULTS

The principal products of the IMS are extensive parametric descriptions of
detections and events and the appropriate waveform segments. These results are
maintained in an on-line DBMS at the Center and are published in regular bulletins
(e.g., IMS Staff, 1989). All results in this paper were compiled by queries to the on-
line DBMS. They are viewed as samples of the information on seismicity patterns,
crustal structure, and wave propagation that can be retrieved easily from the DBMS.
In this section, we summarize detection and event statistics compiled from final
(analyst-reviewed) IMS bulletins for the test period.

Setting

Fennoscandia and neighboring areas are situated on a relatively stable and
aseismic shield region (e.g., Flinn and Engdahl, 1974; Jordan, 1981; Young and
Pooley, 1985; Okal and Talandier, 1989), though felt earthquakes are not uncommon
(e.g., Slunga and Ahjos, 1986). Large numbers of natural and cultural seismic events
are recorded each year by several networks in the region (Bungum et al., 1986). The
largest known earthquake in northwestern Europe was a Mg 5.8 event near the
central Norwegian coast (66.5 °N, 14.5°E) in 1819, but the vast majority of recorded
events are smaller than magnitude 3 (Bungum and Selnes, 1988).

Figure 2 shows the location of presumed earthquakes (Bungum et al., 1990) in
northern Europe and adjacent waters recorded between 1970 and 1979. Although
most are located along the Mid-Atlantic Ridge, a significant number of intraplate
earthquakes have been identified, especially along coastal regions of Norway and
Sweden. Also shown in Figure 2 are the locations of known mines and quarries in
Fennoscandia. The major products of these include oil shale, granite, marble,
pegmatite, phosphorite, apatite, iron, nickel, and copper (B. Leith, personal com-
munication). Many of these open-pit mines can be seen on satellite images from
the SPOT Image Corporation (Fox, 1989) and are quite large. Some of the oil-shale
mines in Estonia are as large as 20 km across. Most of the seismicity detected by
the IMS appears to be due to explosions in mapped (Fig. 2) and unmapped mines
and quarries.

Detection Statistics

During the 8-week test period, 36,470 phases were detected at the two arrays and
reported in the final IMS Bulletin (after analysis and correction of the KBS
solutions). About 68 percent of these were detected at ARCESS. The KBS assigns
initial phase identifications to each detection based on the horizontal phase
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velocity (vel) measured from the f-k power spectra (Bache et al., 1990). A detection
is initially classified as noise (IV) if 0.0 < vel = 2.8 km/sec, as a regional S
if 2.8 < vel = 6.0 km/sec, as a regional P if 6.0 < vel = 14.0 km/sec, and as a tele-
seism (T') if 14.0 km/sec < vel. By these criteria, 28 per cent of the detections
during the test period were noise, 45 per cent regional S, 16 per cent regional P,
and 11 per cent teleseisms.

At NORESS, the largest number of detections are from the direction (90°) of
the southern Sweden and northern Estonia mines and quarries. The number
of NORESS noise detections peaks in the same direction. Many of these are likely
to be from a sawmill located 15 km east of NORESS, which is known to contribute
to noise levels at the array (Fyen, 1986). The dominant azimuths for regional signals
at ARCESS are around 90°, 190°, and 230°—the azimuths to the Kola Peninsula,
Estonia, and northern Sweden mines. The largest number of teleseismic detections
at both arrays are from the direction of the Kurile-Kamchatka trench.

A severe test of the operational capacity of IMS was provided by several periods
of very high rates of noise detections. These appear to be related to temperature
changes near the arrays. Plotted in Figure 3 are the temperature and number of
detections per hour at ARCESS for the 56 days of the test period. Note that, when
the temperature drops rapidly and is below 0°C, the detection rate often rises as
high as 50 or more detections/hr, which is well above the background level of 10 to
15 detections/hr. Almost all of the surplus detections have very low phase velocities
(<2.8 to 3.0 km/sec), thus suggesting a near-local source. Given the coincidence in
time of the low-velocity detections with falling, freezing temperatures, and the
coincidence in azimuth of these detections (100°, 135°, 255°, and 325°) with the
direction of lakes within 20 km of ARCESS, we propose ice tectonics as a possible
source. (In further support of this hypothesis, the number of detections/month was
lower by 30 to 40 per cent throughout continuing operation in January to June
1990, when rapid temperature drops were less frequent.)
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Table 1 summarizes the numbers of detections grouped by the final, analyst-
reviewed phase identifications. About 30 per cent of phases likely to be from local
and regional seismic sources (3.0 km/sec < vel = 14.0 km/sec) are either defining
and associated with events, or are Px and Sx detections (regional P and S with
unknown paths) in the coda of defining phases. The NN detections and the majority
of the low phase (<8.0 km/sec) velocity Sx are detections triggered by seismic noise.
About 11 per cent of all detections are teleseismic in origin.

Event Statistics

The plane-layer velocity model of Table 2 was used to compute IMS locations.
The 1,580 event locations in the final bulletin for the test period are shown in
Figure 4. Some of the events are probably earthquakes (e.g., those in the Norwegian
and North Seas). Others are located in coastal or inland regions with known
historical earthquakes (Fig. 2). Sixty-three per cent of all events are located within
50 km of one of the known mines in Figure 2, and the mining regions with the most
activity during the test period are summarized in Table 3. There are also clusters
of events in areas with no mapped mines (e.g., 62°N, 9°E; 69°N, 22°E).

The seismicity as a function of the hour of the day is plotted in Figure 5.
Seismicity peaks around the middle of the work day and work week in this region.
The rate of seismicity is 2.4 events/hr during normal working hours (800 to 1600
GMT) versus 0.7 events/hr at night and op weekends. The obvious anomaly is the
locel maximur between 2200 and 2400 GMT. A total of 212 events occurred during
these hours, almost all of them near two mines in northern Sweden (Table 3).

During the test period, 35 per cent of all events were detected by NORESS only,
50 per cent by ARCESS only, and 15 per cent were large enough to be detected at
both arrays. Figure 6 shows the seismicity as a function of magnitude for a 17-day
period when magnitudes were consistently computed for all events (magnitudes

TABLE 1
PHASE DETECTION STATISTICS (OCTOBER 1-NOVEMBER 25, 1989)
Associated and Coda U .

Defining Detections nassociated Detectiung
Phase No. Phase No. Phase No.
Pn 1,466 Px 578 Px 3,167
Pg 444 Sx 621 Sx(B3<vel=6) 8,201
Sn 373 Sx (28<vel =3) 5,751
Lg 1,647 N 10,258
Rg 2 T 3,962

TABLE 2

IMS VELOCITY STRUCTURE FOR
NORTHWESTERN EUROPE

. ‘Thicknes Vp Vs
Layer (km) (km/sec) (km/:ec)
1 16.0 6.20 3.58
2 24.0 6.70 3.87
3 15.0 8.10 4.60
4 8.23 4,68

Group velocities used for Pg, Lg, and Rg were 6.20
km/sec, 3.55 km/sec, and 3.00 km/sec, respectively.
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through 25 November 1989.

TABLE 3

MoOST SEISMICALLY ACTIVE MINING REGIONS
(1 OCTOBER TO 25 NOVEMBER 1989)

Latitude

Longtude

No. of Events

Area i % of Final
Name Ramge  Range witlinSOkm e

SW Norway 57-63 4-6 34 2

S Norway 58-60 8-12 118 7

S Sweden 58-61  14-16 154 10

N Sweden 67-68  20-22 225 14

N Estonia 58-60  24-28 47 3

W Kola Peninsula 67-70  30-35 320 20

were computed only for the larger events during the rest of the test pericd). About
55 per cent of these events are smaller than M, 1, with the largest near M, 3. The
events with M, between 0 and 1 are detected by one array and occur within 300 to
400 km of that array. Events between M, 1 and 2 are distributed over a larger
region, but only 15 per cent are detected at both arrays. About 85 per cent of the
events between M, 2 and 3 are detected by both arrays, even though some of these
are as much as 2,000 km from one of the detecting arrays.

DETECTION AND LOCATION CAPABILITY

An estimate of the detection and location capability of the YMS requires a
comparison with accurate independent estimates of the source parameters of typical :
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events, For this purpose, we use the University of Helsinki monthly bulletins for
the Finnish seismic network (Ahjos et al., 1989). In particular, we focus on events
from the test period located in a “comparison region” between 59° and 66°N, and
23° and 31°E (Fig. 7), where the Finnish network solutions should be better than
those from the more distant arrays. There are 12 Finnish network stations within
or near the borders of this comparison region that provide 90 per cent of the
detections listed in the Helsinki Bulletin for the events in this region. All of these
events are within 200 km of the nearest station, and most have two or three stations
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that close. By contrast, NORESS and ARCESS are 800 to 900 km from most of the
events in the comparison region.

The Helsinki Bulletin lists 435 events in the comparison region for the test period.
Of these, 331 (76%) have “manual locations,” indicating that they were associated
with a known mine based on visual inspection of relative arrival times and the
appearance of the waveforms (an example of pattern recognition by skilled analysts
that is difficult to reproduce on digital computers). For these events, the bulletin
lists the known mine location with an origin time computed from one or more phase
arrival times. Manual locations are reported to 0.1° in latitude and longitude, and
analysis of satellite imagery (Fox, 1989) indicates that they are accurate within this
precision. Other Helsinki Bulletin solutions are computed via standard least-squares
inversion of the phase onset times and are reported to 0.001°. The true accuracy of
these locations is unknown, but since most of the events are inside the detecting
network, the location accuracy is probably similar to that for the manual locations

(0.1°).
Detection Capability

To analyze the detection capability of the IMS, we predict the expected arrival
times, azimuths, and phase velocities of Pn, Sn, and Lg for each Helsinki event,
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then search the IMS database for detections that fall within a “correlation window”
for all three attributes. Pg is rarely observed at the arrays from southern Finland
events and is excluded from this comparison. The correlation window for time is
+10 sec of the time predicted from a Helsinki event using the IMS velocity model
(Table 2). When more than o.e detection falls within the Pn or Sn correlation
window, the earliest detection is selected. For Lg, the detection closest to the
predicted time is selected. The window for azimuth is £30° of the predicted azimuth.
The correlation windows for phase velocity are 7 to 14 km/sec for Pn, 4 to
6 km/sec for Sn, and 2.8 to 5 km/sec for Lg.

The Helsinki Bulletin includes coda magnitudes (M,) for 96 of the 435 events
listed in the region. These are presumably the larger events (only M. 2 2.0 are
listed), and IMS detected at least one phese from 79 per cent of these, but from
only 38 per cent of the others. To estimate the IMS detection capability, we compute
the percentage of the 96 Helsinki events detected by the IMS as a function of M..
This percentage converts directly to a “probability of detection” if the 96 events
with M, are a representative sample. Figure 8 shows this “probability” for detecting
one, two, three, and four or more phases from events in the comparison region. Two
or more phases (the minimum number required to locate using arrival times and
azimuths) are detected for 96 per cent of the events with M, > 2.5. For 83 per cent
of these events, three or more phases were detected, thus providing more accurate
locations. Overall, three or more phases were detected for 58 per cent of these events
with M, > 2.0.

Table 4 summarizes the IMS detection statistics for ail 435 events listed in the
Helsinki Bulletin for the comparison region. Approximately 47 per cent were
detected by the IMS network. Each array detected about the same per centage of
all events (34 per cent at NORESS, 36 per cent at ARCESS) and of events not
detected by the other array (11 per cent at NORESS, 13 per cent at ARCESS).
Since the two arrays are approximately the same distance from the comparison

101 O 1 petection

2 Detections
3 Detections
B 4+ Detections

Z
7
7

Probability of Detection

"2.0 2.3 2.6 2.9
Magnitude (Helsinki)

F16. 8. Probability of detecting one, two, three. and four or more detections by the two arrays for
events in the area outlined in Figure 9. These statistics are based on comparison of the IMS and Helsink:
Bulletins. The median location of events used in the study were 890 and 820 km from NORESS and
ARCESS, respectively.
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TABLE 4

IMS DETECTION STATISTICS FOR 435 HELSINKI EVENTS

Detecting Grouping Nobgfj::(;“s %I;:teE:(ix;S
Detected by 1 or 2 arrays 204 47
Detected by NOR 146 34
Detected by ARC 156 36
Detected at both arrays 98 23
Pn at NOR 102 23
Pn at ARC 134 31
Sn at NOR 45 10
Sn at ARC 63 14
Lg at NOR 98 23
Lg at ARC 68 16
Only Pn at NOR 9 2
Only Pn at ARC 24 6
Only Lg at NOR 25 6
Only Lg at ARC 7 2

region, this similarity indicates similar capability. However, there are some inter-
esting differences. A higher per centage of NORESS events include Lg (23 per cent
versus 16 per cent at ARCESS), while a higher per centage of ARCESS events
include Pn (31 per cent versus 23 per cent at NORESS). This difference in
detectability of Pn and Lg is also seen in those events (probably small) that have
only one detected phase. This phase is Lg more often at NORESS and Pn more
often at ARCESS.

Location Capability

To assess the location capability, we correlate IMS final locations with Helsinki
Bulletin locations in the comparison region. Two locations are said to be for the
same event if they are separated by less than 2° latitude, 4° longitude (~220 km),
and 60 sec in origin time. If two or more event pairs satisfy these criteria, the pair
with the smallest origin time separation is selected. There are 114 events with
locations in both bulletins according to these criteria, including 54 with both
M, (IMS Bulletin) and M, (Helsinki Bulletin). The mean magnitude difference
(Mp, — M) was —0.03 £ 0.26, indicating no significant bias between the two
magnitudes in this region.

Figure 9 is a histogram of the separation between the IMS and Helsinki event
locations. OQut to about 100 km, this histogram is consistent with the skewed normal
distribution expected for a random distribution of (positive) location differences
about a mean. The median location separation for the entire population is 23.5 km.
The 10 events with separation greater than 100 km were analyzed in detail. Eight
were detected by only one array (one at NORESS and seven at ARCESS). Four of
the ARCESS solutions were mislocated by the IMS analyst due to the misidentifi-
cation of Sn as Lg. In each case, Sn had low signal-to-noise and Lg was not detected;
thus, correct phase identification is very difficult without knowledge of the Helsinki
solutions. The other four single-array solutions were mislocated due to poor azimuth
estimates from low signal-to-noise detections.

Fourteen events in the IMS Bulletin that have no correlated Helsinki location
were also examined in detail. Nine appear to be correct, but were either mislocated
or not reported in the Helsinki Bulletin. One was a very small event with an
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F16. 9. Number of events binned by the distance separation between IMS and Helsinki Bulletin
locations from the area outlined in Figure 9. The median separation is 23.5 km.

uncertain IMS single-array location, one was a misidentified teleseism, and three
were single-array locations with poorly associated, mixed signals from multiple
events. These multiple events were a major problem for the analyst, as will be
discussed later.

Residual Analysis

Systematic bias and random scatter to structural heterogeneity and different
analysis procedures are likely causes for small location differences (0 to 20 km). We
estimate the bias and scatter from the difference between the IMS observations
and the values predicted from the Helsinki Bulletin locations with the IMS velocity
model (Table 2). The mean residual (At for arrival time and A« for azimuth) is
partly a measure of the bias relative to the IMS velocity model. Bias in the velocity
mode] used for the Helsinki Bulletin also contributes to the residuals (especially for
arrival time), but this contribution should be relatively small since most events are
within the observing network. The standard deviation in the residual (g, for arrival
time and o, for azimuth) indicates the scatter about the mean, which provides an
estimate of the accuracy possible when bias is removed.

Table 5 lists the residual statistics for IMS detections that correlate with Helsinki
events in the comparison region. Although little bias is evident in the At for most
station/phase combinations, the IMS velocity model is apparently too slow (—At)
for Lg propagation to ARCESS. No significant bias is evident from the A« for any
phase. However, the g, for Pn and Sn at ARCESS is substantially smaller (~4° to
5°) than for other station/phase combinations (~8° to 11°). For small subregions,
the residuals sre often quite large and typically more consistent (small ¢) relative
to those measured over the entire comparison region, as shown by the statistics for
14 events in an Elijaervi, Finland, mine (Table 5). This indicates the potential value
of subregion-specific path corrections to improve location accuracy. These are being
developed now and will be applied in future versions of IMS.

KBS PERFORMANCE

A unique and important part of the IMS is the integration of KBS technology
into a seismic processing and analysis system. Bache et al. (1990) describe the
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TABLE 5

MEAN AND STANDARD DEVIATION OF TIME AND AZIMUTH
RESIDUALS RELATIVE TO HELSINKI BULLETIN

Array Phase No. At (sec) Aa(®)
Comparison Region (59°-66°N, 23°-31°E)
NOR Pn 102 0525 -1.9+11.1
Sn 45 1.0+24 ~-06% 9.8
Lg 98 0.2 %29 39+ 171
ARC Pn 134 -0.3%1.9 -18+ 54
Sn 63 03+29 1.3+ 4.1
Lg 68 -24+3.0 -3.9£11.0
Elijaervi Mine Region (65°-66°N, 23°-25°E)
ARC Pn 13 -01%1.7 --69% 1.1
Sn 13 1.9+38 1.6+ 40
Lg 14 -3.5+3.8 -6.7+ 4.8

architecture of the KBS and the “knowledge” (rules and procedures) included in
the initial operational version. A principal motivation for using KBS technology is
to facilitate the addition of new knowledge to improve the performance of the
system as experience accumulates, and Bache et al. also describe the IMS “knowl-
edge acquisition” concept. It includes careful analyst review of all solutions produced
by the automated processing to provide a standard for evaluating the KBS perform-
ance. Each automated KBS solution is cached in the DBMS together with audit
records describing the key decisions. The results of subsequent analyst review are
then written to the DBMS with links to the corresponding KBS solutions, and the
knowledge acquisition software compares the two to analyze the perforinance of the
KBS.

In this section, we describe the performance of the first operational version of
IMS from the “knowledge acquisition” perspective. Since this initial knowledge
base was developed by studying NORESS data, an unsurprising conclusion is that
many mistakes are caused by features of the ARCESS data that differ from those
seen at NORESS. Thus, added knowledge that accounts for these and other region-
specific characteristics of seismic signals and local seismicity will significantly
improve the performance of the KBS.

Comparison of KBS and Analyst Solutions

During the 8-week test period, the KBS generated 2,450 event solutions, and each
was validated, corrected, or rejected by the analyst to obtain the 1,580 events in the
IMS final bulletin (and discussed in previous sections). The analyst decisions about
the KBS solutions are summarized in Table 6. The “added” events are those created
by the analyst and appear in the DBMS as event solutions with no direct antecedents
among the KBS solutions. About half the added events are later events in multiple
event sequences, and the other half are events near the detection threshold formed
by adding detections missed by the automatic detector. Relatively few KBS solutions
(7 per cent) are accepted without modification (validated), while 39 per cent are
rejected because the analyst cannot verify their validity. The latter is expected since
the initial knowledge base was designed to form nearly all plausible event solutions
to minimize the possibility of missing an event entirely. (Waveforms are retrieved
from NDAC for analyst review only for “events” found by the KBS.) About 65 per
cent of these rejected events are formed from only one defining phase at each array.
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It is often difficult to know whether these solutions are real events or solutions
formed by a coincidental association of unrelated phases, so they are seldom
accepted by the analyst without some corroborating evidence (e.g., a previously
undetected phase). Thus, the analyst rejected 628 of the 691 such solutions formed
by KBS during the test period.

About 83 per cent of the events in the final bulletin are KBS events that have
been corrected in some way by the analyst. Careful analysis of these corrections
provides new knowledge to improve the KBS. The effect of the analyst changes is
indicated by comparing the KBS and analyst locations (Fig. 10). An obvious
conclusion is that the analyst corrections have much more effect for the ARCESS-
only solutions. Table 7 summarizes the analyst corrections for those events moved
more than 50 km (i.e., the events with the most significant analyst corrections).
The corrections were divided into the indicated categories by a successive screening
in the order indicated. That is, events that are part of multiple event sequences
were counted first and removed from further consideration. Then, events that began
as KBS solutions formed from one phase at each array were counted and removed.
The footnoted categories are for cases where the analyst adds or corrects a phase
that is essential for reliable location. Included is any phase that is the only arrival
of its phase type in the final solution. This phase is absolutely necessary for single-
array locations and very important for two-array locations. Therefore, changes in
these categories usually move the location significantly. This screening into simple
categories accounts for nearly all events moved more than 50 km by the analyst

TABLE 6
SUMMARY OF ANALYST REVIEW oF KBS SOLUTIONS
% of KBS % of Final

Action No. Solutions Solutions

Validated 168 7 11

Corrected by Analyst 1,315 54 83

Rejected or Unverified 967 39 —_

Added Events 97 —_— 6

400 ’

B NORESS Locations
ARCESS Locations
2 NOR & ARC

Number of Events

Validated <25km 25 - 50 km > 50 km Added
Results of Analyst Review

FiG. 10. The separation between the KBS and analyst locations is shown for the 1,315 events formed
by the KBS, then corrected by the analyst. The events are grouped into those including defining phases
from only ARCESS, from only NORESS, and from both arrays.
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TABLE 7
SuMMARY OF ANALYST CORRECTIONS FOR EVENTS MOVED MORE THAN 50 KM
Analyst Correction A%(:‘iss N%?]EJSS A?':;‘;s Total

Correct Multiple Event Sequence 75 17 27 119
Detection

Added to two-array, two-phase event solution 17 3 32 52

Add the only defining S* 14 8 0 22

Add the only defining P* 8 7 5 20

Add two or more phases 0 1 8 9
Phase Grouping

Associate the only defining S* 18 6 1 25

Associate the only defining P* 8 7 8 23
Phase Identification

Correct the only defining S* 50 18 3 71

Correct the only defining P* 28 10 10 48

Correct two or more phases 8 0 4 12
Network Processing

Repair split event 0 0 4 4
Other 12 8 5 25
Total corrected 238 85 107 430

* This defining phase is the only defining phase of the indicated type.

corrections; only a small number fall through to the “other” category. Most of the
categories are grouped under the headings Detection, Phase Grouping, Phase
Identification, and Network Processing. These are major stages in the KBS reason-
ing process (Bache et al., 1990), and each has knowledge that is nearly independent
of that at other stages. This makes it much easier to develop and implement new
knowledge to reduce the need for analyst corrections in each category.

The largest numbers in Table 7 are for analyst corrections for events that are
part of multiple event sequences, and 27 per cent of the ARCESS-only events in
Table 7 are in this category. The seismicity recorded at ARCESS is dominated by
mining explosions from northern Sweden and the Kola Peninsula, and multiple
explosions separated by minutes are common at several of these mines. Overall, 292
(18 per cent) of the events in the final IMS Bulletin for the test period were noted
to be part of muitiple event sequences, with 190 (65 per cent) being ARCESS-only
solutions. These include the 119 (41 per cent) in Table 7 and another 19 per cent
that were added by the analyst. The other 40 per cent were moved less than 50 km
by the analyst corrections, but most of them are the first event in the sequence.
This KBS problem with multiple events is not surprising since they often have
complex phase-arrival sequences that are very difficult for even a skilled analyst to
interpret. The problem is partly due to failure to detect key phases and partly due
to incorrect grouping of the phases with events. An example js shown in Figure 11
with the initial phase type assigned by the KBS (using results of f-k analysis) noted
for each automatic detection. The f-k analysis also indicates that all of these phases
come from nearly the same azimuth. While the four S arrivals are clearly visible on
the incoherent vertical beam (bottom trace), two of the corresponding P waves are
obscured by other phases and were not detected. It will be very diffic: It to give the
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FI1G. 11. Three beamed ARCESS seismograms are shown for a multiple event sequence generated by
a mine in northern Sweden. The seismograms include a coherent high-frequency (4 to 8 Hz) vertical
beam (cb), an incoherent low-frequency (1 to 4 Hz) vertical beam (ib), and an incoherent 1 to 4 Hz beam
of the horizontal channels (hb). The automatic detections are identified by phase type based on phase
velocity, and N denotes a low-phase velocity arrival treated as a noise detection. Amplitudes are in
nanometers.

KBS enough knowledge to sort out complex arrival sequences like this, particularly
with data from only one array.

Events detected only at ARCESS are not interpreted as reliably by the KBS as
those detected only at NORESS. For example, there are rules to distinguish Sn and
Lg that are based on differences in the polarization properties of these phases
observed at NORESS, but the Sn and Lg polarization differences are less significant
at ARCESS. In fact, the analyst corrections for 45 of the 50 ARCESS-only events
in the “Correct Only Defining S” category can be attributed to the failure of one
rule that identifies the first S arrival as Sn if it has Sn-like polarization attributes
and appears to be 250 to 500 km from the array. There are also 92 ARCESS-only
events, where this rule gave the correct answer so it appears to work about 67 per
cent of the time. At NORESS, the rule was 76 per cent correct (26 of 34), but none
of the 8 events where it was incorrect were moved as much as 50 km by the analyst
correction. More complex rules considering phase velocity and frequency content
are being derived to increase the reliability at ARCESS, and these extensions to
the knowledge base are discussed later.

About 25 per cent of the events in Table 7 were detected at both arrays.
These 107 two-array solutions represent aboat 45 per cent of the validated and
analyst-corrected two-array solutions in the final bulletin. Thus, the percentage of
two-array solutions that have moved more than 50 km due to analyst corrections is
large compared to that for the NORESS-only (15 per cent) and ARCESS-only
(31 per cent ) solutions. However, this is misleading since the two-array solutions
are generally at much larger ranges (the mean range to the closest array is

L e et e i




INITIAL RESULTS FROM THE INTELLIGENT MONITORING SYST1EM 1869

624 km compared to a mean range of 271 km-for single-array locations). Note that
there are only four events in the “Repair Split Events” category that includes those
cases where independent single-array NORESS and ARCESS solutions were com-
bined by the analyst to form a two-array solution. This shows that the KBS rules
for forming network solutions are performing rather well.

There are 885 solutions that were moved less than 50 km by the analyst
corrections. For nearly half of them, the only analyst corrections were to retime o0 1e
or more defining phases. In fact, nearly 70 per cent of all defining phases were
retimed during the test period. This turned out to be due-in part to a fault in the
data acquisition software, which was later repaired. Current experience is that the
analyst retimes about 35 per cent of the defining phases, with half of these retimed
phases being Lg. This highlights the need for improved automatic onset-time
estimation procedures, particularly for Lg.

Knowledge Acquisition

The objective is to add to the knowledge base to make its performance closer to
that of the analyst. The major deficiencies in the KBS knowledge base identified in
our analysis fall into five areas: (1) signal processing, particularly in phase detection
and onset-time estimation; (2) phase grouping, particularly for multiple event
sequences; (3) station-dependent phase identification; (4) formation of a large
number of unverifiable event solutions; and (5) gaps in the knowledge base that
cause events to be missed under some peculiar circumstances. In this section, we
describe the improvements underway in each of these areas and point out issues
that require further investigation.

The IMS signal detection scheme was adapted directly from the NORSAR
RONAPP program (Mykkeltveit and Bungum, 1984) and is entirely independent
of the KBS processing to form events. Thus, an undetected phase cannot be
considered in the interpretation until the analyst adds it. Missing detections do not
appear to be a major problem, but there are a significant number of events where
better signal detection would help the KBS. One approach is to add knowledge to
the detection process. That is, use the current context (e.g., a P phase was detected
so Lg is expected) to reconfigure the detector. This is certainly possible within the
IMS architecture (Fig. 1), but would add to the complexity to the system. Thus,
implementation of this approach is deferred while we develop a better understanding
of the true limitations of the current approach. (All signal detection is done the
same way to all data at the beginning of the processing.) A simple way to increase
the number of detections is to lower the signal-to-noise threshold for detection on
selected beams. Overall, the thresholds cannot be too high because a majority of
the detections are never associated with events (Table 1). Careful analysis of the
data is needed, particularly for ARCESS, to tune the detection thresholds on
particular beams to improve detectivn capability without significantly increasing
the number of unassociated detections.

The onset-time algorithm in the IMS was also adapted from RONAPP. The need
for frequent analyst corrections to the onset time is an inconvenience rather than
indication of a serious interpretation problem, but some improvement would be
welcome, More work is needed in this area, particularly for emergent phases like
Lg.

Errors in the phase grouping are most common in single-array solutions involving
mixed signals from several events at the same azimuth. As noted earlier, these are
very difficult to sort out, even for a skilled analyst. In most cases, the mixed signals
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are from events in the same mine. Thus, the objectives for the KBS are to obtain a
good solution for the first event in the sequence and give a stronger weight to the
presumption that subsequent detections are probably phases from other events-in
the vicinity of the first.

Regional seismicity and the character of regional phases vary substantially from
one area to another, and it is in the acquisition and addition of this area-specific
knowledge -hat the KBS approach has its greatest promise. This is seen even in
this two-array implementation. That is, the knowledge base was based on NORESS
experience, and the two arrays were treated the same except for recognition that
oceanic paths (suppressing Lg) are at different locations with respect to the arrays.
However, the ARCESS:-data turned out to be more complex in several aspects, and
relatively simple rules that worked at NORESS were not so successful when used
to interpret ARCESS data. The best example is that polarization characteristics
were found to be effective for discriminating Sn from Lg and Pn from Pg at
NORESS, but are much less so at ARCESS. This motivated development of a more
general approach to phase identification takes into account the arbitrary number
of phase attributes, such as relative amplitude, dominant frequency, phase velocity,
polarization, etc. The approach uses an extension of Bayesian inference methods to
estimate the likelihood that a phase has a particular identity (e.g., Lg) in a given
circumstance by combining estimates of conditional probabilities derived from
observations (P(a | b, ¢) = the probability of a given conditions b and c). The desired
probabilities can be written:

P(attribute | phase, context) P(phase | context) (1)

P(ph ttribute, context) = -
(phase | attribute, context) P(attribute | context)

where the right-hand side contains those quantities that can be estimated from
the data. The context is a parameterization of the identified arrival patterns
and other contextual features (station and source region) determined such that
each phase can be assigned to one context. The arrival patterns include such
features as the number of arrivals of a phase type, the relative amplitudes, the
time separation, and the position of an arrival in the sequence (e.g., first or not
first).

This Bayesian approach has wide application for accurrulating knowledge in a
form that is easily represented within the KBS architecture. It has been applied to
develop new rules for identifying the defining phases. While the details are not
appropriate here, the major trends are interesting. Phase velocity and polarization
are equally effective (75 per cent correct for isolated events) for distinguishing Sn
and Lg at NORESS (the initial rules did not consider phase velocity), but combining
the two increases the reliability to nearly 90 per cent. At ARCESS, polarization is
not as useful, and rules based on a combination of phase velocity and dominant
frequency are more effective. In some cases, the pattern of arrivals (context) is
itself enough to identify phases. For example, when the first P, first S, and a
later S fit the travel times for Pn, Sn, and Lg, the P is Pn and the S is Sn more
than 90 per cent of the time.

Another KBS deficiency is the formation of many unverifiable event solutions.
This is not a serious problem (for reasons outlined earlier), but the number can be
reduced substantially by introducing knowledge to check the consistency of ques-
tionable solutions (primarily those formed from one phase at each array) with
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expected behavior for events in the vicinity. Most of these consistency checks can
be basel on a prori knowledge (e.g., Pg only observed at small distance, etc.).
The Bayesian approach outlined earlier could be extended to this situation to
represent more subtle features of the data, but this must be done very carefully
because the presence of false events is only a minor inconvenience -easily endured
to increase the probability ‘of forming nearly all interesting events. Finally, a few
gaps in the knowledge base were repaired by adding new rules to account for
previously un anticipated circumstances.

This analysis led to the development of many new rules. These were tested for
consistency by recomputing solutions for old data. The ability to identify events
that use particular elements of the knowledge base helps assure the relevance of
the testing. The updated knowledge base was installed in the operational system in
mid-April 1990. Preliminary analysis of results from this version indicate significant
improvement in several areas, most notably a decrease in the number of “Repeated
or Unverified” KBS solutions from 39 per cent (Table 6) to 27 per cent of the
total, and an increase in the number of “Validated” KBS solutions from 7 per cent
(Table 6) to 21 per cent. Based on our tests on old data, we are confident of improved
performance in other areas (e.g., interpretation of multiple event sequences), but
this is difficult to quantify due to effects of variations in the seismicity and analyst
procedures. Rules developed from the Bayesian approach were not incorporated in
the April version of the KBS, but they will be included in the next version to provide
another substantial improvement in performance.

CONCLUSIONS

The potential capability of a seismic monitoring network is defined by the signal-
to-noise threshold of the stations that comprise it. But, it is the final bulletin
produced from the network’s data that define its actual performance. In the past,
obtaining results close to the potential capability of a network has required detailed
and careful interpretation of all or nearly all data by skilled human analysts. This
labor-intensive approach has many obvious disadvantages when consistent, reliable,
and steadily improving (with experience) capabilities are needed, and it borders on
the impractical for the large volume of complex data for small events collected by a
network of NORESS-type arrays. Thus, the primary goal of the IMS is to provide
an automated real-time data interpretation system that requires little human labor,
but obtains consistent results that represent the full monitoring potential of the
network. The results of the 8-week test period summarized in this paper show that
the IMS is well on the way toward that goal.

The ambitious objectives for the IMS led to a complex system architecture
integrating many advanced technologies, and one of our major achievements is the
reliability and fault tolerance of IMS in continuous operation. Operation requires
the full-time attention of only two staff, including an analyst who reviews all
solutions produced by the automated processing. The final IMS Bulletin listing the
events detected and located during the test period includes a daily average of 650
phase detections and 28 analyst-reviewed regional events. As an indication of the
capability, this appears to include 96 per cent of all events larger than M 2.5 at a
distance of 800 to 900 km from both arrays, and the median accuracy of their
locations appears to be less than 25 km in this distance range.

Our objective is not (at least at this stage) complete automation of the analysis.
Rather, the objective is for the automated processing to produce reasonable solutions
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for all events of possible interest and present them to an analyst along with the
tools to correct these solutions efficiently and accurately. The integration of KBS
and relational database management technologies -into the IMS was designed to
serve that objective. During the initial operational period, we gained the.experience
to improve the automated analysis.of ARCESS data, and some examples of the use
of information archived in the IMS DBMS to acquire new knowledge for this
purpose were described-in earlier sections. These examples represent only a small
fraction of the relevant information available in the DBMS, and results continue
to accumulate as the system is operated.

The KBS and analyst-review functions of the IMS were moved to the NORSAR
facility in early 1990, and the routine operation continues at that site. As described
in the previous section, analysis of results from the test period were used to improve
the knowledge base, and significant improvements -have been seen in operation
since April 1990. Work is continuing on relatively immature elements of the system,
including the incorporation of methods to refine the locations by using knowledge
from previous events in the same area and implementation of automated event
identification procedures. Also, future versions of the IMS will interpret the data
from a larger network of arrays and single-site stations in Eurasia. The facilities
for acquiring knowledge about station-specific features of the data and adding them
to the knowledge base will play an important role in adapting the IMS to obtain
results close to the potential capability of this expanded seismic monitoring network.
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REGIONAL SEISMIC WAVEFORM DISCRIMINANTS AND CASE-BASED
EVENT IDENTIFICATION USING REGIONAL ARRAYS

By DougLAs R. BAUMGARDT AND GREGORY B. YOUNG

ABSTRACT

In this study, we have investigated regional-phase spectra, spectral ratios, and
amplitude ratios as discriminants for case-based, regional seismic-event identi-
fication using western Norway explosions and earthquakes recorded at the
NORESS array. All events were in a comparable local magnitude range (2 to 3)
and distance range (300 to 500 km) from the NORESS array. Thus, the propagation
paths from the earthquakes and explosions were similar but not identical. Many
of the events, previously not identified as blasts, had time-independent spectral
modulations indicative of ripple-firing. These include a number of offshore events,
which appear to be underwater explosions. The modulations for the offshore
events may have been caused by bubble pulse interference effects and/or
underwater reverberations. Amplitude ratios of Pn/Sn and Pn/Lg, measured off
of incoherent beams, were examined on a region-by-region basis for a group of
confirmed blasts, events strongly suspected to be earthquakes, and other events
that had time-independent spectral modulations. The blast and earthquake
groups were well separated by both ratios, with the blasts producing more
P-wave energy relative to S-wave energy than the earthquakes. However, the Lg
spectral ratio provided no separation. This result agrees with others in shield
regions that amplitude ratios between compressional and shear waves discrimi-
nate better than low-frequency to high-frequency spectral ratios for individual
phases. The converse holds for events in orogenic regions, such as the Basin
and Range tectonic region of the Western United States, for reasons that are not
well understood but may relate to differznces in crustal attenuation. This fact
argues in favor of using a case-based approach to event identification, where
events are identified by comparing them to previous events or cases that occur
in the same or similar tectonic environments. In the absence of a well-understood,
unifying theory for regional-event identification, characterizing events on the
basis of geophysical and signal similarities to previous cases may be the only
way of providing meaningful event identifications.

INTRODUCTION

Effective seismic event identification of nuclear explosions and earthquakes has
long been a major goal in test ban treaty monitoring, as evidenced by the many
studies reviewed by Pomeroy et al. (1982) that were done up to the early 1980s.
Many subsequent studies have been undertaken motivated to a large extent by the
increased availability of regional seismic data, including regional array data. In spite
of all the research in this area, no consistently reliable and universally applicable
regional waveform discriminant has yet been discovered.

Part of the problem has been a lack of a unifying theory of regional seismic event
identification that completely explains how seismic source phenomenology affects
recorded seismic signals. For example, simple source physics of earthquakes and
explosions would suggest that earthquakes, being dislocation sources, should gen-
erate more shear-wave energy relative to compressional-wave energy than explo-
sions, and many of the studies reviewed by Pomeroy et al. (1982) that tested S-to-
P ratio discriminants showed some separation between earthquakes and explosions.
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However, studies of the P/Lg ratios discriminant by Nuttli (1981), Bennett and
Murphy (1986), and Taylor et al. (1989) have found significant overiap in the
earthquake and explosion populations Jor events in Eurasia and in the Western
United States. However, more recent studies by Pulli and Dysart (1987), for events
in Scandinavia, and Bennett et al. (1989), for events in the Eurasian craton, have
shown P/Lg type ratios to be effective for separating earthquakes and explosions.
Evidently, differencesin propagation paths may have caused the poor performance
of this discriminant in some of the studies, but the exact nature of the tradeoff
between source and propagation path effects on.the P/Lg ratio discriminant is not
well understood. ] -

Mixed results have also been reported for spectral discriminants. Murphy and
Bennett (1982) and Bennett and Murphy (1986) found that NTS explosions and
Western United States earthquakes separated on Lg spectral ratios, with earthquake
Lg waves having more high-frequency content than explosions. Similar results were
obtained by Taylor et al. (1988) for Lg and other phases for events in the same
region. However, Pulli and Dysart (1987) and Bennett et al. (1989) reported that
the discriminant is less effective in separating earthquakes and explosions in
Scandinavia and in the eastern European shield, respectively. Again, as pointed out
by Bennett et al. (1989), propagation path differences for the explosion and earth-
quake populations may have an effect on the performance of this discriminant.

Another problem associated with small-event identification is distinguishing
economic blasting from nuclear explosions and earthquakes. Baumgardt and Ziegler
(1988) and Hedlin et al. (1989) have shown that economic blasting can be identified
by observing persistent spectral modulations produced by ripple fire. However, this
discriminant could be spoofed since nuclear explosions can also be ripple-
fired although it might be difficult. For example, Baumgardt and Ziegler (1988)
found that NORSAR recordings of presumed peaceful nuclear explosions in Eurasia
had the same persistent modulations observed in ripple-fired mine blasts, indicating
that the nuclear explosions were ripple-fired. Moreover, Bennett et al. (1989) argued
that spectral modulations are unobservable for known mine blasts in the United
States, perhaps because the ripple-fire delay times were too short to be observed in
the limited bandwidth of the data. The observation of spectral modulations may
identify many, perhaps most, economic explosions, depending on number and delay
times of the ripple-fired explosions and the bandwidth of the recording instrumen-
tation. However, there are conceivable scenarios where the discriminant may fail.

Taken together, these studies have shown that regional discriminants cannot be
applied in the same way everywhere, that they are highly dependent on the nature
of the regional phase propagation-path effects, and that there is a strong regional
variability in the effectiveness of discriminants. Because of this, a “case-based”
approach may have to be appiied, where the waveform characteristics of an event
are compared with those of previously observed, known events and identified on
the basis of the comparison, assuming that the propagation paths are common.
Ideally, the unknown event and the known reference events must be in the same
region so that propagation-path differences do not bias the discrimination results.
However, it has been difficult in previous discrimination research to find populations
of earthquakes and explosions that are collocated, and there is no guarantee that in
practice collocated reference events of known identity will be available to compare
with unknown events. Thus, in an operational event identification scenario, the
seismic analyst will be forced to work with what is available and try to account
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for any propagation effects that mught bias event identification using previously
observed cases.

In this paper, we will explore some of the problems associated with using the
case-based approach to event identification. Baumgardt (1990) has discussed the
application of an avtificial intelligence technique, known as “case-based reasoning,”
for systematically identifying seismic events on the basis of comparison with cases.
In this paper, we will focus primarily on the seismological and signal processing
aspects of the problem. OQur emphasis will be on the analysis of regional-array data
from the 1 JORESS array and the discrimination of earthquakes and mine explosions
located in western Norway. We will discuss the question of whether propagation-
path effects bias waveform discriminants and what considerations need to be made
when attempting to identify actual case events.

DATA AND PROCESSING METHODS

NORESS Database

For this study, NORESS data for a group of earthquakes and economic explosions
located in western Norway were analyzed. Figure 1 shows the locations of the
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FIG. 1. Map showing the locations of the presumed earthquakes, labeled as Q, and the locations of
the Blasjo and Titania blast sites. The brackets refer to the regionalization of the events discussed in
the text. All event locations, except for the event in Region 3 (Q12), were determined by the regional
seismic network of the Unversity of Bergen. The location of Q12 comes from NORESS.
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presumed earthquakes, labeled as Q, and the blasting sites, Blasjo (BLA), a dam
excavation site, and the Titania (TITA) mine. The source parameters of the
earthquakes and blasts are shown in Tables 1 and 2, respectively. All the events in
Table 1 were reported in the Bergen Regional Bulletin, except Qi2, which was
presumably below the detection threshold of the Bergen network. The location of
Q12 in Table 1 was determined by NORESS. The basis for the presumption of
earthquakes for these events is simply that they were not reported as explosions in
the Bergen Bulletin or otherwise known to be blasts at active mines. All the events
in Table 2 were reported in the Bergen Bulletins and confirmed to be blasts at the
Titania mine and the Blasjo dam excavation site.

In order to examine the effect of event location on seismic waveform features,
the events in Table 1 and in Figure 1 have been divided into five regions. Region 1
events occurred offshore near the Maloy-Ulstein region. Event Q1 has the highest
local magnitude, 4.2, reported in the Bergen Bulletin and was also reported in the
Preliminary Determination of Epicenters Bulletin as having a body-wave magnitude
of 5.0. This event was one of the largest events to occur in Norway in the past
30 years and was felt over most of southern and central Norway (Hansen et al.,
1989). The events that occurred shortly afterwards (Q2 to Q6) were aftershocks of
Q1, whose spectral scaling properties were studied by Chael and Cromer (1988).

TABLE 1
EPICENTERS OF PRESUMED WESTERN NORWAY EARTHQUAKES AND OTHER UNKNOWN EVENTS
Date Origin Time Latitude Longitude Distance
Event (/dfs) (UTC) N) CE) My (km)
Region 1
Q1 02/05/86 17:53:16.2 62.74 4.63 4.2 429
Q2 02/05/86 18:50:03.4 62.27 4.69 2.8 403
Q3 02/05/86 20:23:29.8 62.41 6.06 2.7 303
Q4 02/05/86 20:31:37.0 62.79 4.59 2.2 433
Q5 02/05/86 23:35:41.1 62.74 4.50 2.6 434
Q6 02/06/86 06:19:52.4 62.90 4.86 2.3 427
Q7 02/13/86 13:39:00.3 62.40 5.28 2.5 381
Q8 02/13/86 19:03:48.2 62.61 5.07 2.6 401
Region 2
Q9(?) 02/05/86 15:57:02.4 62.05 5.37 2.0 361
Q10(?7) 02/16/86 18:19:41.3 61.69 4.90 2.0 373
QI1(7) 02/14/86 16:51:05.1 61.68 4.97 1.8 369
Region 3
Q12(?) 02/05/86 15:22:44.0 62.5 6.82 1.6 325
Region 4
Q13(?) 12/07/85 14:39:09.0 58.90 5.98 2.0 373
Q14 11/27/85 04:53:32.8 59.73 5.71 2.9 342
Q15 02/15/86 18:31:46.4 59.86 5.73 2.1 336
Region 5
UND1 11/20/85 22:10:44.2 57.61 5.67 2.3 483
UND2 11/20/85 22:24:38.1 57.66 5.72 2.2 478
UND3 11/20/85 22:57:10.8 57.63 6.27 2.2 459
UND4 11/20/85 23:10:417.5 57.66 5.35 2.3 493
UND5 11/20/85 23:17:28.9 57.69 5.45 2.3 486
UNDS6 11/20/85 23:23:10.0 57.64 5.62 2.2 483
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TABLE 2
EPICENTERS FOR CONFIRMED ECONOMIC EXPLOSIONS
. Date Origin Time Size
Event (@//s) (UTC) {tons) Me

Blasjo Explosions 59.31°N, 6.95°E Distance = 301 km

EX1 08/05/85 17:42:58.7 62.9 2.6
EX2 08/06/85 17:50:07.9 30.8 2.4
EX3 10/17/85 10:00:00.4 32.7 24
Titania Mine Explosions 58.342°N, 6.425°E Distance = 394 km
EX4 11/08/85 14:18:54.6 132.5 2.4
EX5 02/14/86 14:13:24.9 95.7 2.7
EX6 02/14/86 17:54:10.6 16.2 2.3
EX7 01/07/86 14:14:28.9 435 2.2
EX8 01/17/86 14:11:0.15 43.9 2.7
EX9 01/07/88 14:24:43.5 77.4 2.2
EX10 02/10/88 14:17:46.5 103.2 2.5
EX11 03/17/88 14:13:10.3 95.1 2.4
EX12 03/28/88 13:17:27.0 74.2 2.4

Region 2 events (Q9, Q10, and Q11) all occurred onshore in the Maloy region.
The question marks indicate that we suspect they may actually be explosions rather
than earthquakes, for reasons that will be discussed later. Region 3 has one event
located to the northeast of the events in Region 2. This small event was detected at
NORESS but not by the Bergen network, and the source parameters in Table 1
were determined by NORESS. We also believe this event is a blast rather than an
earthquake.

Region 4 contains two events (Q14 and Q15) that occurred in the vicinity of
Bergen and a third event (Q13) that occurred further south in the Stavanger region.
The Q14 event, with the largest magnitude of 2.9, may have been felt locally
(F. Ringdal and S. Mykkeltveit, personal communication). These are the closest
events to the TITA and BLA sites and were not reported as blasts, although, as
shall be discussed later, we suspect that the Stavanger event, Q13, may actually be
a blast.

Finally, we have included a group of events in Region 5, near the TITA blast site,
that we have indexed in Table 1 as UND1 through UND6. Suteau-Henson and
Bache (1988) studied these events and compared Lg spectral ratios of these events
with those of events at TITA. They suggested that these events were earthquakes
because they occurred offshore. However, later we shall show data that suggests
that these events may have actually been underwater explosions, which is why we
refer to them by the UND# index.

Incoherent Beam Analysis

Incoherent beams on bandpass-prefiltered waveforms were used to measure
regional-phase amplitudes. Incoherent beamforming consists of computing log-rms
amplitudes in adjacent, 1 sec time windows on each channel of the array, starting
about 1 min before the Pn-wave onset time and extending through the seismogram
into the Lg coda. The log-rms amplitudes for each time window are then averaged
across all the array elements. When plotted versus time, incoherent beams give an
envelope description of the seismic trace viewed in log-amplitude, or magnitude,
space.
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Figures 2 and 3 show filtered waveforms from the NRAO element of NORESS
and incoherent beams, computed using all vertical, short-period NORESS elements,
plotted on the same time axes, for an earthquake and explosion. The horizontal
dashed lines on the incoherent beams are the average rms noise levels over a 1 min
time interval ahead of the Pn onset. The 8 to 16 Hz incoherent beam and average
noise level have been shifted up for visibility relative to the 2 to 4 Hz beam. The
presumed onsets of the regional phases, Pn, Pg, Sn, and Lg, are indicated on both
the waveform and incoherent beam plots. Comparison of the waveform plots
with the incoherent beams indicates that some phases, notably Sn, are easier to see
on the incoherent beam plots. A comparison of Figures 2 and 3 reveals that the
Pn wave is not visible in the low-frequency (2 to 4 Hz) filter band for the earth-
quake in Figure 2, whereas it is apparent in both the 2 to 4 Hz and 8 to 16 Hz bands
for the explosion in Figure 3. This observation was first pointed out by Baumgardt
and Ziegler (1988) and has important implications for discriminating these events,
which will be discussed in the next section.

Earthquake (Q4)
NRAO ilter Traces
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FiG. 2. (Top) Waveforms recorded at the NRAO array element of NORESS for the Q4 earthquakes
after bandpass-filtering in the 2 to 4 and 8 to 16 Hz bands. (Bottom) Incoherent beams, using 1 sec
averaging windows, computed from all 25 NORESS vertical component traces after prefiltering the
traces in the 2 to 4 and 8 to 16 Hz bands.
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BLA Blast (EX1)
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FiG. 3. Same as Figure 2 for BLA blast EX1.
Spectral Analysis

Our spectral analysis method is the same array stacking procedure described by
that of Baumgardt and Ziegler (1988). In brief, the Fourier power spectrum is
computed on each channel on the windowed phases and on the noise background
to Pn. The power spectra on each channel are then corrected for noise and
instrument, and averaged across the array. The window lengths for each phase
varied depending on the duration of each phase, but in general were between 7 and
14 sec for Pn, Pg, and Sn, and 25.6 sec for Lg and noise.

DISCRIMINATION ANALYSIS RESULTS
Regional Phase Spectra

Figures 4, 5, and 6 show selected array-averaged spectra for the regional phases,
Pn, Pg, Sn, and Lg, for events in the five regions. In each case, the spectra for the
Pg, Sn, and Lg phases were shifted upward by 0.5 log units relative to the Pn and
noise spectra for purposes of visibility. The spectra of the Pn background noise are
plotted as dashed lines.

Figure 4a shows the spectra for one of the Region 1 events compared with spectra
for an explosion in Figure 4b. All the spectra in Region 1 resembled that in
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FiG. 4. (a) Regional phase specira for a region event (Q3) in Region 1, strongly suspected to be an
earthquake. The Pg, Sn, and Lg spectra have been shifted up by 0.5 log-amplitude units relative to the

noise and Pn spectrum. (b) Regional phase spectra for & confirmed explosion (EX9) located at the
Titania mine, which exhibits time-independent spectral modulations indicative of ripple-firing.

Figure 4a in that the regional phase spectra in general were very simple and, at
frequencies above 2 Hz, above the frequencies where the low-frequency effects of
the instrument removal are apparent, the spectra falloff linearly with frequency
into the noise. In contrast, the explosion spectra in Figure 4b exhibit strong
modulations or scalloping, which Baumgardt and Ziegler (1988) attributed to
multiple explosions or “ripple fire.” The key feature, which is diagnostic of ripple
fire, is that the same modulation is apparent in all spectra, hence, the modulations
are time-independent. Hedlin et al. (1989) have shown that the time-independent
modulations are apparent in coda waves as well as in regional-phase spectra. Most
of the events that we have studied at TITA and BLA showed obvious spectral
modulations. The exception was the 17 January 1985 event (EX10), which showed
no evidence of medulations. Thus, modulations may or may not be present in blasts,
and when present, may vary in intensity and periodicity, depending on how the
ripp!2-fire pattern is designed and the bandwidth of the recording seismometers.
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F16. 5. (a) Regional phase spectra for a regional event (Q9) in Region 2. Originally presumed to be
an earthquake, this event has time-independent spectral modulations indicative of ripple fire. (b) Regional

phase spectra for a regional event (Q10) in Region 2, which has an indication of a single half-cycle of a
modulation pattern for a ripple fire with delay time less than 0.05 sec.

Figure 5a shows the spectra of one of the three events in Region 2 (Q9). This
event shows a strong modulation pattern apparent in all spectra that could oaly
have been produced by a multiple event. Event Q12 in Region 3 had a very similar
set of spectra, whose modulations closely resemble those observed for known blasts.
Figure 5b shows a second event in Region 2 (Q10) that has a broad hump from
about 3 Hz to near 20 Hz. This may be a very subtle modulation produced by
multiple events delayed by times near or less than 0.05 sec, which would produce
nulls near or beyond the Nyquist frequency of 20 Hz. Event Q11 had regional phase
spectra similar to those of Q11.

Figure 6a shows the spectra of the Stavanger event Q13. These spectra have a
strong null between 10 and 11 Hz, which appears to be caused by a spectral
modulation. Figure 6b shows one of the spectra of the offshore events near TITA
(UNDS5). This event and all the UND events had very strong spectral modulations.
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Fi16. 6. (a) Regional phase spectra for the southernmost event in Region 4 (Q13). Originally prestmed
to be an earthquake, the event exhibits time-independent spectral modulations indicative of ripple fire.
(b) Regional phase spectra for an event in Region 5 (UNDS5), which appears to be an underwater
explo§ion. The time-independent modulations may be due to bubble-pulse interference and/or underwater
reverberations.
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Interestingly, the periodicity of the modulations for all the events in this group
were nearly the same.

The key question that must be addressed when considering whether time-
independent spectral modulations imply ripple-fired blasts is whether or not earth-
quakes can produce time-independent modulations as well. In principle, there is
nothing that precludes earthquakes from consisting of multiple ruptures, which is
commonly observed for large earthquakes. Blandford (1975), for example, has
modeled complex earthquakes as consisting of the superposition of many “subearth-
quakes” in order to explain a number of teleseismic discriminants. It is unknown
whether such a model might also apply to small earthquakes and whether such
complex earthquakes can produce the kinds of coherent time-independent modu-
lations that have been observed for ripple-fired explosions. Thus, the presence of
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time-independent spectral modulations alone does not prove that events Q9 to Q13
are ripple-fired blasts.

It is more likely that UND1 through UND®6 are in fact underwater blasts. First,
the origin times of the events, although uncertainly determined by the Bergen
network, are very evenly spaced in time by about 14 min. Second, the time-
independent modulations in all the spectra indicate that the multiple events were
delayed by nearly the same time, which is about 0.3 sec. It is unlikely that either of
these two phenomena would be observed in earthquakes. Baumgardt and Ziegler
(1989) have suggested that the spectral modulations in these events, if they are
underwater explosions, may have been caused by interference of bubble pulses in
the water or reverberations in the acoustic wave guide produced by the water
column. The consistency of the time-independent modulations indicates that each
of the underwater blasts were probably detonated at about the same depth in the
water.

Comparison of Incoherent Beam Amplitude Ratios

As has been discussed previously, the relative excitation of compressional and
shear wave energy, represented in terms of P-to-S ratios, has been considered as a
possible discriminant between explosions and earthquakes. In theory, earthquakes
should generate more shear energy relative to compressional energy than explosions.
However, propagation effects must also be considered when comparing these ratios
for populations of earthquakes and expiosions. In this section, we examine regional-
phase amplitude ratios for NORESS recordings of blasts and earthquakes on a
region-by-region basis in order to consider possible regional variations in these
features.

Frequency-dependent amplitude ratios between the phase pairs, Pn and Pg, Pn
and Sn, Pn and Lg, Pg and Sn, and Pg and Lg, were determined from the incoherent
beams. First, incoherent beams were computed for the vertical component traces
after prefiltering the seismograms using a set of six-pole, Butterworth recursive
filters. The prefilter bandpasses were 2.0 to 4.0, 2.5 to 4.5, 3.0 to 5.0, 4.0 to 6.0, 5.0
to 7.0, 6.0 to 8.0, 8.0 to 10.0, and 8.0 to 16.0 Hz. The beam traces were then plotted
and the times of the Pn, Pg, Sn, and Lg peaks were noted (as shown in Figs. 2 and
3). We have found all these phases to be most distinct on the incoherent beam in
the 8 to 16 Hz filter band. Therefore, we picked the peak amplitudes in this filter
band and used the same times to measure the amplitudes in the other filter bands.

For these events, we have two choices for regional P, Pn, and Pg, and regional S,
Sn, and Lg, for computing amplitude ratios. Baumgardt (1990) considered the
frequency dependence of all possible ratios, Pn/Pg, Pn/Sn, Pn/Lg, Pg/Sn, and
Pg/Lg, and found that the greatest difference between the blast and earthquake
groups was apparent in the Pn/Sn and Pn/Lg ratios at high frequency (8 to 16 Hz).
Figures 7 and 8 show the Pn/Sn and Pn/Lg ratios, respectively, on incoherent
beams for the 8 to 16 Hz prefilter plotted separately for each of the five regions and
for the two blast sites. Note that the BLA blast site is near Region 4 and the TITA
blast site is close to Region 5.

Different symbols are also used to indicate the different kinds of sources. The
triangles indicate the events that we are reasonably sure are earthquakes and did
not exhibit time-independent spectral modulations. The diamonds indicate events
that were originally thought to be earthquakes, but whose spectra appear to have
time-independent spectral modulation that resemble those produced by ripple-fired
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explosions. The circles represent all the confirmed blasts, most of which had time-
independent spectral modulations.

Both Figures 7 and 8 show that the events in Region 1 and two events in Region
4, all of which we strongly suspect are earthquakes, have very low values of Pn/Sn
and Pn/Lg ratios. It is interesting to note that the variance of the ratios in Region
1 is very low, in spite of the fact that the Bergen locations of these events are
distributed out over a 30 to 50 km area. Also, the amplitude ratios for the two
Region 4 presumed earthquakes, about 300 km south of the Region 1 events, are
the same as the Region 1 earthquakes. Thus, for the events that are most likely
earthquakes, the amplitude ratios are consistent and do not seem to depend on
differences in propagation path from the two regions to NORESS.

The confirmed mine blasts have much higher ratios than the earthquakes. Also,
the variance in these estimates for the same mine are much larger than those of the
earthquake group, even though the blasts at each site supposedly occurred at the
same location. The BLA blasts also appear to have greater excitation of Pn relative
to Sn and Lg than the TITA events. However, the confirmed blasts appear to be
clearly separated from the earthquake group, with the blasts having greater com-
pressional wave energy relative to shear-wave energy than the earthquakes.

It is also apparent in Figures 7 and 8 that the events in Regions 2 to 4, which we
suspected as being explosions based on their having time-independent modulations
in the spectra, have higher Pn/Sn and Pn/Lg ratios than do the earthquakes,
although they are not quite as high as the average of all the blast ratios. However,
they do overlap the bottom part of the TITA population, as might be expected since
the distances of the events in these regions are close to those of the TITA blasts.

Incoherent Beam Amplitude Ratios
8-16 Hz Falter
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FI1G. 7. Plot of the values of the Pn/Sn ratio in the 8 to 16 Hz frequency band for each of the five
regions and for the two confirmed economic blast regions, BLA and TITA. The values or Pn and Sn
amplitudes were measured from incoherent beams of prefiltered waveforms.
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Incoherent Beam Amplitude Ratios
8-16 Hz Filter
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Fic. 8. Same as Figure 7 for the Pn/Lg amplitude ratios.

The suspected underwater explosions in Region 5 have higher ratios than the
earthquakes, and they are about the same as those of the BLA events. Also, the
variance in the amplitude ratios for the Region 5 group is much smaller than those
of either the TITA or BI.A groups. The higher excitation of Pn relative to Sn and
Lg compared with the other events is consistent with the UND events being blasts
in the water, since these events should have generated no intrinsic shear-wave
energy. Thus, the Sn and Lg energy comes entirely from mode conversions at the
water-bottom interface with the solid earth and by scattering in the earth.

In order to determine how the amplitude ratios depend on the absolute levels of
Pn, Sn, and Lg, Figure 9 shows scatter plots of the logs of the ratios versus the logs
of the absolute rms amplitudes. For both the Pn/Sn and Pn/Lg ratios, we find that
the variations in the ratios seem to be slightly more correlated with the Pn
amplitudes than with the Sn or Lg amplitudes, particularly within the blast and
modulated-spectra group. Notice also that all the events, save one, which is the
large foreshock (Q1), have nearly the same Sn and Lg amplitudes and that the
earthquake population cleanly separates from the explosion and modulated spectra
group on the basis of the Pn/Sn and Pn/Lg ratios. This was expected since the
events were selected for a limited local magnitude range, based on the Bergen coda-
duration magnitude measure. Thus, we conclude that most of the variation in the
ratios comes from variations in the Pn excitation, not the Lg excitation.

Our results are consistent with those of other studies that the Pn wave is stronger,
relative to the other phases, for explosions than for earthquakes and that the
discriminatory capability of Pn to Sn and Lg ratios increases with frequency (e.g.,
Blandford, 1981; Bennett et al., 1989). However, it should be noted that, for the
western Norway events, this result is due to the Pn amplitude being much increased
relative to the Lg amplitude.
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FiG. 9. (a) Scatter plot of the log of the Pn/Sn ratios (left) and the Pn/Lg ratios (right) versus the
log of the Pn amplitudes. (b) Scatter plot of the log of the Pn/Sn ratios (left) and the Pn/Lg ratios
(right) versus the log of the Lg amplitudes.

It is surprising that the amplitude ratios for the confirmed blasts in the same
blasting site have greater variance in the amplitude ratios than the suspected
earthquakes in Regions 1 and 4 which are distributed over a much larger area. The
blast variations may be related to differences in the shooting practice from event to
event, such as in the number and delay times of the ripple-fired shots. As has been
shown in earlier studies (Baumgardt and Ziegler, 1988) and this study, the com-
plexity of the spectral modulations varies significantly from shot to shot, although
these variations should be the same for all phases. Sometimes, the nulls introduced
by the modulations are very deep and fall below the noise level, particularly for the
Pn phases which, for some events, have lower signal-to-noise ratios in the 8 to 16
Hz band than do the Sr and Lg waves. Notice, for example, that the EX9 spectrum
in Figure 4b has a very deep null at about 8 Hz in the Pn spectrum, which is the
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first spectrum above the noise spectrum at the bottom. This null is less deep in the
case of the Lg spectrum at the top. Perhaps the Pn amplitudes are more affected
by variations in the number and spacing of the deep nulls that result in more noise
contamination than the Sn and Lg amplitudes, causing the observed variation in
amplitude ratios. No such variation is seen for the presumed underwater explosions
in Region 5 because they have more similar spectral modulations than the confirmed
blasts on land, and the signal-to-noise ratios of Pn are high enough that the nulls
do not drop into the noise.

Another possibility is that differences in the time and space distribution of the
shots in the ripple-fire pattern may actually produce varying amounts of shear-
wave energy compared with compressional-wave energy. However, examination of
the points on the scatter plots in Figure 9 for the confirmed blasts shows that there
is more correlation between the amplitude ratios with the Pn amplitudes than with
the Sn or Lg amplitudes. This is not consistent with the amplitude-ratio variations
being caused by the variations in the amount of Sn and Lg wave energy produced
by the different blasts.

In summary, we find that regional Pn/Sn and Pn/Lg ratios discriminate well
between known blasts, suspected blasts, and known earthquakes in western Norway,
and that this discriminant does not seem to be significantly related to regional
propagation effects. We observe very consistent ratio values for our earthquake
population, and the variations observed in the blast population seem to be caused
by ripple-fire effects. We also find that the observed differences in the ratios
correlate more with variations in the Pn amplitudes than with the Sn and
Lg amplitudes, and that our populations of blasts and earthquakes in the 2.0 to
2.5 local magnitude range generate very similar amounts of shear-wave energy.
However, our sample size is too small to determine if this is a result of selection. In
trying to get events of comparable magnitude, determined by coda (probably Lg
coda) duration magnitudes, we may have purposely selected events of comparable
Lg excitation. If we had selected events on the basis of some Pn magnitude, we may
have found more correlation of the amplitude ratios with the Sn and Lg amplitudes
rather than with the Pn amplitude.

Comparison of Lg Spectral Ratios

We now consider regional variations in the ratio of low- to high-frequency energy
in the Lg spectrum, a feature that has been found to effectively separate nuclear
explosions and earthquakes in the Western United States (Murphy and Bennett,
1982; Bennett and Murphy, 1986; Taylor et al., 1988). As mentioned previously, the
Lg spectra have all been corrected for instrument and Pn background noise.
For each of the Lg spectra, the ratios of the rms levels in the 2 to 6 Hz to the 6 to
10 Hz bands were computed as follows:

Arms (2"6 HZ)
Ams (6-10 Hz)®

R = logyo

Figure 10 shows the Lg spectral ratio values by region. Previous discrimination
studies in the Western United States found that earthquakes had lower spectral
ratios than explosions, indicating that earthquakes have more high-frequency
content than explosions. However, our populations of earthquakes and blasts
populations almost completely overlap each other in their spectral ratios. The
presumed underwater explosions in Region 5§ have somewhat lower spectral ratios
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Lg Spectral Ratio
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FI1G. 10. Plot of the values of Lg spectral ratio, R, for the same events as Figures 7 and 8.

than the nearby TITA blasts. This result agrees with the results of Suteau-Henson
and Bache (1988), who suggested that the Region 5 events were earthquakes.
However, these events clearly have lower spectral ratios than the suspected earth-
quakes in Region 1. Since the TITA blasts are in Region 5, this difference must be
an indication of source differences, with the offshore underwater blasts having more
high-frequency content than the onshore TITA blasts. Thus, these results show
that spectral ratio does not discriminate between blasts and earthquakes but may
serve as a means of distinguishing underwater blasts from blasts on land.

As in the case of the amplitude ratios, there seems to be no significant regional
dependence of the Lg spectral ratio. The earthquakes in Region 4 have similar
spectral ratios to those in Region 1. Moreover, ripple-fire effects do not seem to
greatly affect spectral-ratio measurements, since the variance of the spectral ratios
for the TITA and BLA blasts is comparable to that of the earthquake group.

DiscusSION

The consideration of case-based methods has been motivated by the failure of
previous seismic-discrimination research to develop a set of consistent regional
seismic discriminants and a model that explains how intrinsic seismic-source
differences affects seismic-waveform features. Lacking such a model, we would
identify seismic events by simply comparing them with historic events of known
identity and not worry about the explanation of why the waveform features of
explosions and earthquakes differ.

However, this study has pointed out some of the problems that would be encoun-
tered in an operational setting in trying to use case-based methods to identify
seismic events to monitor a low-yield, nuclear test ban treaty using the regional
arrays. Ideally, a seismic-discrimination experiment requires there to be large
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populations of known earthquakes, economic blasts, and low-yield nuclear explo-
sions in the same region so that useful waveform features sensitive to source
differences, not propagation-path differences, can be identified as discriminants.
However, in reality, for any given region, this situation will almost never be realized.
At low magnitudes, there will be many events detected by the arrays, both natural
and man-made, that will usually not occur in the same region. Moreover, in any
future test ban treaty scenario, there will almost certainly be no small nuclear
explosion tests available for comparison.

Our study has shown how case-based methods may be useful, in spite of all the
difficulties. The approach would involve first escablishing a baseline of “normal”
seismic activity in a region, characterized by the location of historic events and the
nature of the waveform features for the events. As much as possible, demographic
information would be exploited (e.g., locations of events relative to high-population
centers, mines, and previous test sites, felt reports, and time of occurrence of events)
although not relied on exclusively. It should be possible to have a population of
confirmed explosions and other events that are most likely earthquakes, although
it will be hard to positively identify earthquakes in areas of low natural seismicity.
We have found in our study that many of the discriminants appear to work in
identifying obvious event types and that the propagation effects in western Norway
seem to be essentially homogeneous throughout the region. Earthquakes can be
identified on the basis of low P-to-S ratios and lack of spectral modulations. Mine
and offshore explosions usually have time-independent spectral modulations and
high P-to-S ratios. Obvious event types can be quickly identified based on these
features.

An important question about discrimination raised by this study is why the
spectral ratio discriminant fails to work as well for separating earthquakes and
economic explosions in western Norway as it did in separating small nuclear
explosions and earthquakes in the Western United States (Murphy and Bennett,
1986; Bennett and Murphy, 1986)? Yet, the P-to-S ratio seems to work better in
western Norway than it did in the Western United States. Bennett et al. (1989) also
found that P-to-S ratios worked better in separating earthquakes and explosions in
the Soviet Union than Lg spectral ratio, although their earthquakes and explosions
were not located in the same regions. In our study, propagation-paths effects do not
seem to have a strong effect on the Lg spectral ratios. Moreover, large variations in
spectral ratios were observed for mine explosions in the same location, presumably
caused by the ripple-fire effects. However, we also found that even for the closely
clustered earthquakes in Region 1, whose P-to-S ratios were very similar, the Lg
spectral ratios exhibited high variance.

Lilwall (1988) has offered an explanation of the spectral ratio discriminant in
terms of the effects of evanescent waves or S* on Lg-wave generation. Such waves
would be more strongly generated by shallow explosions near the surface than
deeper earthquakes, and thus, the S* waves would build up the low-frequency levels
in the Lg waves from explosions relative to earthquakes. Such effects do not seem
to present in our blast group. In fact, the underwater explosions in Region 5 seem
to have slightly lower values of R than other events (including mine explosions),
indicating that the higher frequencies in Lg are enhanced for these events.

Taylor et al. (1988) suggest that the presence of a low-Q region in the upper crust
of the Western United States might explain why explosions, which are shallow and
occur in the low Q region, have less high frequencies than earthquakes, which might
occur below the highly attenuative region. Perhaps no such low-Q region exists in
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western Norway, thus explaining why the Lg spectra of both earthquakes and
explosions are similar. Also, if the Region 5 events are underwater explosions, the
water medium may be less attenuative than the solid continental crust, thus
resulting in these events having more high-frequency Lg waves than the other
events on land in western Norway.

The performance of the P-to-S ratio may be more a result of intrinsic source
differences (i.e., explosions have less shear energy compared to compressional energy
at high frequency than earthquakes). Our P-to-S ratio data seems to correlate more
with the P-wave levels than with the S-wave levels. This suggests that explosions
and earthquakes generate the same amount of shear-wave energy but that explosions
produce more compressional-wave energy than earthquakes. However, this may be
more a result of event sampling based on the Bergen local magnitude, as was
discussed previously. Differences in depth of focus may also be partly responsible.
The mine explosions apparently occurred at the surface (S. Mykkeltveit, personal
comm.), whereas the earthquakes were deeper. Perhaps near-surface effects, such
as PS conversions and S* generation, may build up the shear-wave energy for the
earthquakes.

CONCLUSIONS

This study has shown how seismic events can be identified, relative to case
events, by means of a systematic assessment of the similarities and differences
between waveform characteristics, slways keeping in mind the possible effects of
propagation-path differences. We have found that array-averaged spectra and
incoherent beams, computed using regional-array data, provide robust estimates of
waveform features important for seismic discrimination. We have shown that the
explosions and earthquakes in a small region of western Norway, recorded at
the NORESS array, can be well separated on the basis of high-frequency amplitude-
ratio discriminants, but that the Lg spectral-ratio discriminants do not separate as
well. This seems to agree in general with other regional discrimination studies in
Scandinavia and Eurasia.

This study has also demonstrated that the ripple-fire discriminant based on the
observation of time-independent modulations, proposed by Baumgardt and Ziegler
(1988) and Hedlin et al. (1989), may prove to be highly useful in identifying many
unknown regional events that are produced by unreported economic blasting.
Apparently, at the low-magnitude monitoring level required for a low-yield or
comprehensive test ban treaty, many such events will be detected by the regional
arrays.

Because discriminants seem to be inconsistent in their performance and that we
are not sure how to correct discriminants for propagation-path effects, we have
advocated the use of a case-based approach to regional seismic discrimination. In
this approach, events should be characterized in a step-by-step fashion, testing
individual discriminants and always trying to relate the signal characteristics of
unidentified events to events of known identity in the same or similar regions.
Because of the current lack of a unifying theory for regional seismic-event
identification, the case-based approach may be the only way to reliably characterize
and identify seismic events.
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PROGRAMMING AS A GEOPHYSICAL INVERSE PROBLEM

By KENNETH R. ANDERSON

ABSTRACT

The detactions and events produced by autonomous seismic data analysis
systems, such as those of the NORESS and ARCESS seismic arrays, and seismic
networks around the world, are a fundamental source of seismic data that
underlies a wide variety of seismic research. While shortcomings in the perform-
ance of such systems may become obvious over time, remedying them can be
difficult and problems with an autonomous system may persist indefinitely. This
paper describes how the performance of autonomous systems can be improved
over time using optimization and machine learning techniques. For example:

1. Optimization techniques such as.Genetic Algorithms can optimize the rule

thresholds of existing systems.

2. Supervised learning techniques such as neural networks, ID3, and CART
can synthesize algorithms out of the data itseif given only the levels of
human supervision used in routine seismic processing. Experiments using
autonomic detections from the NORESS and ARCESS array demonstrate
how components of an autonomous system can be developed automatically
with minimal human guidance.

INTRODUCTION

Since the 1960s, there has been steady interest in developing array seismology
techniques for use in nuclear test monitoring. In recent years, emphasis has shifted
away from the analysis of teleseismic signals using large aperture seismic arrays,
such as LASA and NORSAR (Ringdal and Husebye, 1982), toward the analysis of
regional signals using smaller high-frequency seismic arrays, such as NORESS and
recently ARCESS (Mykkeltveit et al., 1990).

Also during this time, there has been a steady increase in the sophistication of
the computer hardware and software used to process this data. For example,
processing at NORESS has gone from RONAPP (Regional On-Line Array Process-
ing Package) written in FORTRAN for a single processor (Mykkeltveit and
Bungum, 1984) to the IAS (Intelligent Array System) written in C, FORTRAN,
LISP, and other languages for a distributed computing environment (Bache et al.,
1990). The scope of processing has also increased from one seismic array, to several
(Bratt and Bache, 1988).

Such automatic algorithms are important because they provide data that is the
basis of seismological knowledge. While shortcomings of such algorithms become
obvious over time, remedying them can be difficult, and problems with automatic
algorithms may persist indefinitely.

There are several reasons for this. First, improving the existing algorithm is often
subtle. Trying to add an additional “good idea” into the algorithm can require
complicated software that may not produce much improvement. For example,
identifying several types of glitches and nonseismic noise that easily produce false
detections in a power law detector, can be surprisingly difficult (Anderson, 1982).

Second, while using artificial intelligence programming techniques, such as an
expert system, and symbolic waveform description (Anderson and Gaby, 1982;
Anderson et al., 1982; Bache et al., 1990) may help; they require expert knowledge
and handcrafted rules. While seismologists can provide general, high-level rules,
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getting down to the level of raw data can be difficult because it requires getting
tests and thresholds right.

Third, once a new algorithm is proposed, its performance must be carefully
evaluated before it can be fielded. The entire process of improving an algorithm,
evaluating its performance, and fielding it can take some time.

Last, although improvements to automatic processing algorithms are encouraged,
they do impact the history of important seismic parameters. For example, reducing
the detection threshold of a seismic array will affect b value estimates and make
event bulletins from different years difficult to compare.

Seismic array processing algorithms are divided into several steps, such as beam
forming, detection, feature extraction, arrival association, and location. Each step
requires many decisions to be made, and each decision uses several predicates
(functions that return truth values) that generally involve a threshold comparison.
In a system as complicated as RONAPP or IAS, there are likely to be several
hundred rules and thresholds that must be determined. It is a formidable task to
properly bafance the performance of each stage to work well with the next.

This paper shows how optimization and machine learning techniques can be used
to estimate these parameters and learn rules. The performance of autonomous
systems developed using these techniques can also improve over time automatically
as new data become available, or as the configuration of the system is changed. The
advantage of these techniques is that they do not require explicit programming.
The appropriate programming is developed algorithmically from training examples
of appropriate input-output behavior. The disadvantage of these techniques is that
they require plenty of data and computer time for training.

One advantage that seismology has is that it has an almost limitless supply of
data to work with. Since analysts routinely review the results of automatic process-
ing, providing training data for supervised learning is almost free. Also, in principle,
learning and performance evaluation could be done incrementally as the data are
collected.

To demonstrate the potential of these techniques we will show how three stages
of the IAS can be determined algorithmically. These stages are:

1. Initial phase identification
2. Detection grouping
3. Phase identification

These stages are used to go from a stream of raw detections to an estimated
epicenter. An algorithm for the first two stages is estimated from a dataset of
detections and their corresponding event bulletin. Starting from a template for the
algorithm containing several unknown threshold values, the optimum values of the
thresholds are determined that maximize the algorithm’s performance. In the third
stage, a set of rules are deduced using an ID3-like tree classifier (Quinlan, 1933).

STAGES OF SEISMIC ARRAY DATA PROCESSING

The data processing performed by seismic arrays are organized into several stages.
We will consider the steps performed by the IAS (Bache et al., 1990) because it is
currently the most sophisticated algorithm, although much of the single-array
processing is similar to that of RONAPP.

1. Data input: Acquire the raw data and make it available for further processing.
2. Beamforming and detection: The incoming array data are filtered and beamed,
and a STA/LTA power detector is used to detect signals on each beam.
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3. Postdetection processing:

(a) Beam analysis: Refine the arrival time, and estimate its error.

(b) Frequency-wavenumber analysis: Determine the velocity and azimuth of
the detection, and estimate the error in azimuth and velocity. Also estimate
the F-K quality.

(c) Spectral computation: Estimate the spectrum for both the signal and the
noise.

(d) Polarization analysis: Compute the polarization ellipse from three-
component sensors.

4. Single-array processing:

(a) Initial phase identification: Velocity is used to assign each detection to
one of four classes: Noise (N), regional S (S), regional P (P), or teleseismic
(T).

(b) Detection grouping: Group the P and S detections that appear to be
generated by the same event.

(c) Phase identification: Identify P detections as Pn or Pg, and S detections
as Sn or Lg based on polarization measurements and S-P time.

(d) Location: Locate the event.

5. Network processing: Fuse information from several arrays to form improved
locations. Several heuristics are used to identify corroborating information
from each array. For example, the detections from an event should group in
time and the location confidence ellipses should overlap.

6. Magnitude calculation: Compute the event magnitude based on the final
location and its associated arrivals.

7. Script matching: The detections that make up the event are matched against
known scripts that represent detailed knowledge about certain classes of
events, such as quarry blasts.

OPTIMIZATION OF AN EXISTING ALGORITHM

This section shows how parameters used in stages 4a and 4b of the IAS system
can be determined as a somewhat different kind of geophysical inverse problem.
(The software examples below are written in a generic pseudo-programming lan-
guage that should be easily understood by most people familiar with a programming
language. The software used in this project was written in Common LISP.)

The rules used by IAS for initial phase identification can be written in terms of
an arrival’s velocity as:

function initial-phase-identification (velocity)

begin
if (velocity=2.8) N # Noise.
else if (velocity <6.0) S # Regional S.
else if (velocity < 14.0) P # Regional P.
else T # Teleseismic.
end

The velocity thresholds used in the rules have been shown to be reasonably good.
However, when the NORESS array was originally installed, the velocity of 6.0
km/sec used to distinguish between P and S arrivals was determined by a relatively
small number of data points (<50). The original data by Mykkeltveit and Bungum
(1984; Fig. 6) shows a gap of 6 km/sec that does not contain any arrivals.
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One gets a more accurate picture by looking at more data. Figure 1 shows
histograms of velocity for 4,428 arrivals from ARCESS and 3,716 arrivals from
NORESS over the period from 6 January 1988 to 16 February 1988. While the
ARCESS data show a broad minimum centered near 6.0 km/sec, the NORESS data
have a more narrow minimum well below 6.0 km/sec. It may be that some arrivals
classified as S by the previously mentioned rules should have been classified as P.

Rather than accept these threshold values for phase identification, they can be
determined along with the parameters of the detection grouping algorithm. Such an
algorithm follows easily from general seismic knowledge and might be described in
words as follows: a group of related arrivals, must start with a regional P arrival,
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FiG. 1. Histograms of detection velocity (km/sec) for ARCESS and NORESS arrivals.
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cannot exceed some overall duration, and may consist of any number of regional P
arrivals followed by any number of regional S arrivals. Also, all arrivals must be
azimuthally consistent.

For concreteness, this could be written in the pseudo-programming language as:

function events (arrival, x)
begin
# Search for events.
while more-arrivals?(arrival)
begin
new-event( )
# Find a regional P.
first = find regional-p?(arrival)
collect(first)
# Followed by P arrivals
while duration-ok?(arrival, first)
if (azimuth-ok?(first, arrival) and
regional-p?(arrival))
collect(arrival)
# Pollowed by S arrivals
while duration-ok?(arrival, first)
if (azimuth-ok?(first, arrival) and
regional-s?(arrival))
collect(arrival)
end
end

The arguments tc events are arrival, an arrival to start searching at, in a
time sorted sequence of arrivals, and x, a vector of parameters that will be
determined below. The algorithm is written using the following forms to simplify
its specification:

find condition(arrival)finds the next arrival matching condition, and binds it
to the variable arrival.

more-arrivals?(arrival) is true while there are more arrivals.

new-event( ) starts collecting arrivals for a new event.

while condition action moves over the arrivals while condition is true, performing
action.

collect(arrival) collects arrival into the list of arrivals for the event being
constructed.

This algorithm is similar to that used by RONAPP and IAS. However, to run it,
one must specify the definition of the predicates regional-p?, regional-s?,
azimuth-ok?, and duration-ok? Following the IAS, it is reasonable to assume
predicates of the form:

function regional-p? (arrival)
begin
MIN-P-VELOCITY
=< velocity(arrival)
=< MAX-P-VELOCITY
end
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function regional-s? (arrival)
begin
MIN-S-VELOCITY
< velocity(arrival)
= MAX-S-VELOCITY
end

function azimuth-ok? (arrival-1, arrival-2)
begin
abs(azimuth- (azimuth(arrival-1), azimuth(arrival-2)))
< MAX-AZIMUTH-DIFFERENCE
end

function duration-ok? (arrival-1, arrival-2)
begin
arrival-time(arrival-1) -
arrival-time(arrival-2)
<< MAX-DURATION
end

The values of the variables in capitals must be determined. This can be done as
an optimization problem that determines the set of thresholds that identifies the
largest number of true events. This can be posed as the following optimization
problem:

find x that minimizes

E = 5 cost(e)

eE€ecvents(arrivals, x)

where x is the vector of unknown thresholds, and events(arrivals, x) is the set of
events produced by the events algorithm for a given training set, arrivals, and
parameter vector, x. Here, cost(e) is —1 if event e is a valid event, or 1 otherwise.
Thus, false events ( false positives) and missed events (false negatives) are weighted
equally.

Since partial derivatives, d E/dx, are not available, the methods used traditionally
in geophysical inverse problems, such as Gauss-Newton or Levenberg-Marquardt
(Aki and Richards, 1980), cannot be used. Instead, one must rely on methods that
only require function evaluations. The performance of three such methods were
compared:

RANDOM Random search,
AMOEBA The simplex method, and
GA Genetic algorithms.

The following subsections describe each of these techniques briefly. This is
followed by a comparison of the methods.

Random Search

This is a shotgun approach where a random number of trial solutions, x,, i = 1,
N are chosen in a volume of the parameter space. The best x, is then chosen to
become the center of another random search over a reduced volume of the parameter
space. This process is then repeated until the search volume becomes small.

-
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The advantage of this method is that it is extremely simple. One disadvantage of
this method is that many function evaluations are performed. As the search volume
shrinks, these evaluations tend to become progressively more redundant. Another
disadvantage is that it is a “greedy” algorithm that always moves in the direction
of improvement. Thus it can become stuck in at a local minimum. For this
experiment, 100 random solutions were generated (over 10 solutions per dimension),
and the search space was shrunk by 0.75 at each iteration.

Simplex Method

The simplex method of Nelder and Mead (1965) (Schnabel, 1962; Parkinson and
Hutchison, 1972; Nash, 1979; Press et al., 1986) should not be confused with the
simplex method used in linear programming. Here, a simplex of N + 1 points, in an
N dimensional parameter space, is chosen. Then, at each iteration, a set of rules
are applied that tend to move the simplex to surround a local minimum. The size
and shape of the simplex changes accordingly as it slithers toward a minimum. The
algorithm is called Amoeba by Press et al. (1986) because of this behavior.

The advantage of this approach is that, although it does not use derivatives, the
simplex contains some information about the shape of the function to be minimized.
This shape information is used to move toward the minimum. The disadvantages
of the method are that, in high-dimensional vector spaces, many function evalua-
tions are required. Also, if the objective function contains flat regions, the simplex
becomes stuck, unable to improve its solution.

Genetic Algorithms

Genetic algorithms approach optimization as an analog to natural evolution in
population genetics (Holland, 1975; Goldberg, 1989). The basic features of a genetic
algorithm are:

1. Represent a solution to the problem to be solved as a chromosome. For example,
traditionally a bit vector has been used as chromosomes.

2. An initial population of chromosome is generated.

3. An evaluation function plays the role of the environment, ranking solutions
by their “fitness.”

4. Survival of the fittest: The population of chromosomes is evolved using
random genetic operations, such as mutation and cross-over. Mutation is a
random change to a feature (gene) of a chromosome that occurs at some
mutation rate. Cross-over is the exchange of genetic material between two
chromosomes (parents) to produce new children. Fitter parents are more likely
to be involved in cross-over. If the bit vector representation of a chromosome
is used, then mutation is randomly flipping a bit, while cross-over exchanges
bits between parents to produce one or two offspring. Offspring are added to
the population, replacing less fit population members.

These steps are then iterated to allow the population to evolve. Holland shows that,
even in large and complicated search spaces, genetic algorithms tend to converge to
nearly globally optimal solutions.

The threshold optimization problem can be posed as the following genetic
algorithm:

1. A chromosome is simply the vector, x, of unknown thresholds for the events
algorithm.
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A population size of 40 was used. The initial population was generated

randomly.

The following genetic operators were used:

» Cross-over: The components of the vector of each parent are randomly
switched to produce two new children. Only children different from the
parents are used.

o Creep: A component of the chromosome vector is adjusted up or down by a
small random amount. The probability of a component being changed is 0.3.

» Mutation: A component of the chromosome vector is randomly altered to a
new value, in the range of possible values. The probability of mutating a
single corponent is 0.2.

After an operator was applied, the offspring was added immediately into the

population.

The relative rates at which these operators were applied to the population

were adjusted during the run (Davis, 1989). This allows the algorithm to use

different strategies at different times in the search. For example, early in the
search, cross-over is an important operator because it can produce good
offspring from parents from different parts of the search space. Later on, creep
becomes important because it tends to move a solution toward a local optimum.

The fitness of a vector, x, is an exponential function of the rank, n(x), of x in

terms of the objective function:

Kn(x)

where K < 1 is the exponential decay constant. This constant is reduced during
the run. Early in the run, K is near 1 so that a large fraction of the population
can exchange genetic material. Later in the run, K is reduced so that only the
most fit members of the population are involved.

Comparison of Optimization Methods

Each optimization method was run several times on a 40-day detection list from

NORESS consisting of 3,716 detections from 494 events. The following data show
the best solution found by each method, the number of true and extra events found,

and the range of function evaluations required to solve this problem.

OPTIMIZATION METHOD RANDOM AMOEBA GA
MIN-P-VELOCITY 5.47 5.44 6.02
MAX-P-VELOCITY 14.71 14.75 13.72
MIN-S-VELOCITY 1.47 1.53 2.04
MAX-S-VELOCITY 5.47 5.44 5.94
MAX-DURATION 299.91 279.50 255.50
MAX-AZIMUTH-DIFFERENCE 52.91 49.62 67.03
TRUE EVENTS FOUND 471 472 469
EXTRA EVENTS FOUND 68 67 45
MISSED EVENTS 23 22 25
FUNCTION EVALUATIONS 400—-500 30-50 40—-100

Each method easily finds reasonably good solutions. Both the RANDOM and
AMOEBA methods choose MIN-P-VELOCITY and MAX - S-VELOCITY values that
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are below the 6.0 km/sec used by RONAPP and IAS. In fact, when the values of
the thresholds were set to the values suggested from reading Mykkeltveit and
Bungum (1984),

x = [6.0, 14.0, 2.0, 6.0, 360.0, 20]

the performance was a few per cent worse than any of these methods.

The extra events were often plausible except that either they did not begin with
what RONAPP called a P wave, or were rejected by an analyst because of noise
problems that could not be distinguished from the detections alone. Comparing the
number of function evaluations required to reach a minimum, we see that, as one
might expect, RANDOM takes significantly longer than the other two methods.
The AMOEBA method does best for this problem, while the performance of GA is
slightly worse. These results are reasonable for a simple problem like this that is of
low dimensionality and has a minimum with a broad basin of attraction.

In some sense, the GA behaves a bit like a combination of both methods. In the
AMOEBA, the simplex is analogous to the population in GA; both contain knowl-
edge about the objective function. The rules that change the shape of the simplex
are similar to the cross-over rule of the GA except that the former tend to be more
local. The GA is like RANDOM in that random search plays an important part in
its behavior, except that the GA make better use of its population than RANDOM
does. It has been our experience that the GA algorithm is effective cn a wide range
of difficult problems.

LEARNING PHASE IDENTIFICATION RULES

Once the detections are grouped into possible events, the next step performed by
the IAS, 4c, is to determine the phase identification of each detection, that is to
identify it as either Pn, Pg, Sn, Lg, or Rg.

The IAS algorithm bases its decisions on rules that involve the following features:

1. The arrival time separation between the first P and the largest S in the
detection group.

. The number of P and S waves in a group.

. The S and P wave polarizations.

4. The signal-to-noise ratio (SNR) of each detection.

[JoN

In the following experiment, a similar set of rules is developed using a tree classifier
similar to ID3 (Quinlan, 1983; Pao, 1989). A description of the algorithm is presented
below. For each detection, the following attributes were used (polarization infor-
mation was not available):

* CENTER-FREQUENCY: Center frequency of the arrival in Hz.
PERIOD: Period of the arrival in sec (=1/center-frequency).
DELTA-AZIMUTH: Azimuthal error.

SLOWNESS: Slowness km/sec.

DELTA-SLOWNESS: Slowness error.

SNR: Signal-to-noise ratio.

STA: Short-term average signal power of the detector.
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o F-STATISTIC: F-statistic.
¢« DELTA-TIME: Arrival time error.
* BANDWIDTH: Detection bandwidth.

 FK-QUALITY: An integer quantifying the quality of the frequency wavenum-
ber (f-k) spectrum.

e LTA: The long-term average signal power of the detector.
¢ SLOW-PREVIOUS: Slowness of previous arrival in event.

e DT-PREVIOUS: Arrival time difference between this arrival and the previous
one in the event, or 0.0 if this is the first arrival.

« SLOW-NEXT: Slowness of the next arrival in the event.

* DT-NEXT: Arrival time difference between this arrival and the next one in
the event, or 0.0 if this is the last arrival.

* S-P-GROUP TIME: The time between the first regional P arrival and the
first regional S arrival.

It is not expected that all of these features are relevant to phase identification, but
it is useful to give them to the learning algorithm in case they prove to be of benefit.

Two experiments were performed. In the first, a set of training detections from
NORESS was used to determine a classification tree. This led to a deep tree that
over-fits the data. The tree was then applied to test data from the same time period
from ARCESS, and branches of the tree that did not improve the performance of
the classifier were pruned. This results in a compact tree that is useful for both
networks. In the second experiment, the roles of NORESS and ARCESS are
reversed. Thus, the two arrays cooperate in training each other. The resulting rules
are:

NORESS Pn Rule:

IF ( SLOWNESS < 0.1668 AND
S-P-GROUP-TIME < 4.356
OR SLOWNESS < 0.1668 AND
S-P-GROUP-TIME < 24.855 AND
S-P-GROUP-TIME = 22.0 AND
DELTA-AZIMUTH < 4.7867
OR SLOWNESS < 0.1668 AND
S-P-GROUP-TIME < 24.855 AND
S-P-GROUP-TIME = 22.0 AND
DELTA-AZIMUTH = 6.6624
OR SLOWNESS < 0.1257 AND
S-P-GROUP-TIME = 24.855 AND
OR SLOWNESS < 0.1668 AND
SLOWNESS = 0.1257 AND
S-P-GROUP-TIME = 24.855 AND
F-STATISTIC < 15.885 AND
DT -PREVIOUS < 6.923
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' ARCESS Pn Rule:

1 IF ( SLOWNESS < 0.1667 AND
o S-P-GROUP-TIME < 24.232 AND
SLOW- NEXT < 0.1031 AND
DT-NEXT < 16.377
OR SLOWNESS < 0.1349 AND
SLOW- NEXT = 0.1021 AND
S-P-GROUP-TIME < 24.232 AND
DT -NEXT > 22.8
OR SLOWNESS < 0.1667 AND
S-P-GROUP-TIME = 24.232 AND
DT-PREVIOUS < 4.293
) PN
ARCESS Pg Rule:
. IF ( SLOWNESS < 0.1667 AND
; S-P-GROUP-TIME < 24.232 AND
' SLOW - NEXT < 0.1031 AND
DT -NEXT = 16.377
OR SLOWNESS < 0.1349 AND
S-P-GROUP-TIME < 24.232 AND
SLOW- NEXT = 0.1031 AND
DT -NEXT < 22.8
OR SLOWNESS = 0.1349 AND
SLOWNESS < 0.1667 AND
S-P-GROUP-TIME < 24.232 AND
SLOW-NEXT = 0.1031
OR SLOWNESS < 0.1667 &ND
S-P-GROUP-TIME = 24.232 AND
DT -PREVIOUS > 4.293
) PG
ARCESS Sn Rule:
IF ( SLOWNESS > 0.1667 AND
DT -NEXT = 5.125 AND
DT-PREVIOUS = 31.632
) SN
ARCESS Lg Rule:
IF ¢ SLOWNESS = 0.1667 AND
DT-NEXT < §5.125
’ OR SLOWNESS > 0.1667 AND
: DT - NEXT > 5.125 AND

DT-PREVIOUS < 31.632
) LG
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Figure 2 shows the travel times of Pg, Sn, and Lg arrivals relative to the first P
arrival, Pg, or Pn (S. R. Bratt, personal comm., 1990). From this and the fact that
from velocity alone one can only deduce that the arrival is one of the two P or S
arrivals, one would expect that velocity (or slowness), and arrival time differences
will be important in the rules.

Of course, the rules are determined from data the arrays actually see. NORESS’
view of the relative travel times are shown in Figure 3. It is this view that is reflected
in the rules produced. For example, the Pn and Pg rules are complex because they
are difficult to distinguish at distances less than about 300 km. Pn and Pg are
relatively easy to separate beyond 300 km, and Pg is not observed beyond 700 km.
The rules reflect these distance relationships using dt -next, dt -previous, and
S-p-group-time.

After a decision tree is grown from detections from one array, the tree is pruned
using data from the other ar iy. The pruned tree is then run again on the original
data. The following data summarize the performance of each rule set on detections
from each array:

Training set: NORESS ARCESS

# Detections: 1602 1362
ARCESS % Error: 7.8 4.8
NORESS % Error: 5.5 6.1

The ARCESS rule set has slightly better performance, and simpler rules. The
corresponding decision tree is shown in Figure 4. The learning algorithm clearly
had trouble distinguishing between Pn and Pg arrivals from NORESS. It thus
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FIG. 3. Relative travel times versus distance for NORESS detections used to produce phase identi-
fication rules.

Pn=756,Pg=135,5n=108,Lg=602
SLOWNESS <.1667

Pn=756,Pg=135 Sn=108,Lg=602
S-P-GROUP-TIME < 24.232 DT-NEXT < 5.125
Pn=105,Pg=96 Pn=651,Pg=39 S$n=27,Lg=586 Sn=81,Lg=16
SLOW-NEXT <.103 DT-PREVIOUS < 4.29 DT-PREVIOUS < 31.632
Pn=65Pg=1 Pn=40,Pg=95 Pn=651Pg=21  Pn=0,Pg=18 Sn=2lg=11  Sn=79,Lg=S

SLOWNESS <.134

Pn=35Pg=36 Pn=5,Pg=59
DT-NEXT < 22.8

Pn=13Pg=32  Pn=22,Pg=4

FIG. 4. Decision tree grown from ARCESS data after pruning by NORESS data.




PROGRAMMING AS A GEOPHYSICAL INVERSE PROBLEM 1907

produced unnecessarily complex rules. By comparing the NORESS and ARCESS
rules for Pn and Pg, we see that the terms involving delta-azimuth and
F-statistic are irrelevant. Quinlan (1989) shows how to identify such terms.
Both sets of rules contain simple rules for Sn and Lg.

The ID3 Learning Algorithm

ID3 is an algorithm for inductively synthesizing a binary decision tree for
classification given a set of labeled training examples in the form of feature vectors
(Quinlan, 1983; Pao, 1989). As in the game of “twenty questions,” the object is to
find as few questions as possible that will correctly classify the data. ID3 determines
the binary question that provides the most information about the identity of the
data. Each question divides the dataset, S, into two groups, S, and Sy, depending
on whether the answer to the question is true or false for a particular datum. ID3
is then applied recursively to each group until the data cannot be classified further.

At each stage, ID3 chooses to ask the question that maximizes the information
(reduces the uncertainty) about the class membership of the data. The entropy, or
uncertainty, before the question is asked is:

H(S) = ¥ — Pilog.(P,)

where P; is the fraction of the elements in S belonging to class C;. After the binary
question Q is applied, the data are divided into two groups, S, and S;, and the
remaining entropy is:

H(S, Q) = P(S,)H(S,) + P(S;)H(S;),

where P(S,) is the fraction of the elements of S for which the question, @, is true,
similarly for P(S;).
The information gained by asking @ is then

1(Q) = H(S) — H(S, @)

and the best question to ask is the one that maximizes (). When the training
data has binary-valued features, one simply chooses the feature, F, for which
H(S, F) is maximum. When the values of the features of the data are continuous,
as they are here, one must determine a feature, F, and a threshold, T, for which
H(S, F > T) is maximized. For a given feature, the best threshold can be found by
a linear search.

ID3 has the problem that it over-fits the data. CART (Breiman et al., 1984;
Crawford, 1989) tries to solve this problem by trimming tree limbs that don’t
improve some heuristic measure of the goodness of the tree.

DiscussION

The two previously described experiments indicate how the development of
seismic signal processing software can be automated. There are clearly several
benefits to developing seismic software this way (below we will refer to a generic
learning system as “the learner”):

1. Conjuring software out of data is easier than programming.
2. Learning and performance estimation go hand in hand. Thus, not only is the
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algorithm learned automatically, but we also have a reasonable estimate of
what its performance on new data will be like.

3. Potentially, a seismic analyst could provide the learner with immediate feed-
back. For example, each time an analyst changes an arrival time, or a phase
identification, this could be used as a new training example. Thus, the system
could adaptively improve its performance in nearly real time.

4. Specialized knowledge can be added to the system incrementally, as in the
Script Matching step of the IAS. For example, the rule learning system has
been taught to recognize quarry blasts simply by being shown examples of
what quarry blasts look like. Regional variations in wave propagation charac-
teristics could also be learned this way.

5. The learner could act like a seismologist’s apprentice. For example, if a
seismologist is interested in a certain type of data, he gives the learning system
several examples. The learner produces a set of rules and then uses the rules
to search a database for more data of interest to the seismologist. The
seismologist then accepts or rejects each example, which leads to a refined set
of rules.

Genetic Algorithm optimization and tree classifiers are only two machine learning
techniques. Other methods, such as neural networks (see Lippmann 1987, for a
survey), are likely to be useful in various aspects of seismic processing, particularly
in large dimensional parameter spaces with correlated dimensions, as one is likely
to encounter when dealing more directly with waveform data than was done here,

Potentially, any component of a seismic system is a candidate for machine
learning. The parameter optimization approach can clearly be used to improve the
performance of existing software. Such optimization problems should not be signif-
icantly harder to solve than the geophysical inverse problems solved routinely today.
The components that have been notoriously hard to program might be good
candidates for machine learning. For example, arrival time estimation has been
difficult to automate, at least for regional and teleseismic signals. A neural network
approach might be applicable here,

The data must contain enough information so that the learner can learn as
needed. For example, discriminating between nuclear explosions and earthquakes
is a difficult problem, at least in part, because of the limited data available. Luckily,
for routine seismic processing, there is more than enough data available. The
experiments here indicate that several months of data are sufficient for learning
postdetection rules. Other processing stages will require different amounts of
training data.

Seismologists have always used computers to extract information about the earth.
Machine learning techniques allow them to treat programming of complex data
analysis systems as another geophysical inverse problem.
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REGIONAL SEISMIC EVENT CLASSIFICATION AT THE NORESS
ARRAY: SEISMOLOGICAL MEASUREMENTS AND THE USE OF
TRAINED NEURAL NETWORKS

By PauL S. DYSART AND JAY J. PULLI

ABSTRACT

The results are presented from a two-part study of regional earthquakes and
chemical explosions recorded by the NORESS seismic array. The first part of the
study examines various signal parameters extracted from Pn, Sn, and Lg phases
with regard to discrimination capability. These parameters include familiar spec-
tral discriminants and other spectral measures that quantify high-frequency
content, spectral complexity, and shear wave generation. Part two of the study
focuses on an application of backpropagation learning to the problem of auto-
matic event classification through the use of trained neural networks. Of the 95
events examined, 66 were selected for the classification study based on high
signal-to-noise ratio and positive identification in local seismicity bulletins. Events
are located in eastern Europe, southern and western Norway, Sweden, the
western Soviet Union, and the Norwegian and Greenland Seas. Local magnitudes
range from 1.4 to 4.7, and epicentral distances for most events are less than
1000 km.

Results from the discrimination analysis indicate that the wide-band spectral
ratios Pn/Sn and Pn/Lg provide good discrimination capability between earth-
quakes and mining explosions, although there are anomalous events in both
populations and a region of overlapping event types. Mining explosions can
frequently be identified by their spectral complexity as measurad by the cepstra
of Pn, Sn, and Lg. This complexity is assumed to occur due to a combination of
ripple-firing of the charges and reverberations within the shailow source region.

In part two of the study, an artificial neural network employing the backpropa-
gation learning paradigm was trained with input vectors formed by the two
spectral amplitude ratios and the mean cepstral variance. A length-2 output
vector was binary coded to identify each input vector as an explosion or earth-
quake. Two hidden layers were used, consisting of 8 and 2 units, respectively.
The network was trained first using input vectors from the entire data set. This
resulted in 100 per cent correct classification when the events were processed
with the trained network. This is compared to the optimum planar decision surface
which resulted in 5 errors and 19 uncertain classifications. in a control experiment,
the network was trained with half of the events and tested with the remaining
half. This resulted in 5 errors and 2 uncertain classifications. This compares with
3 errors in training, 2 errors in testing, and a total of 19 uncertain events obtained
by the optimal linear classifier. One apparent advantage of the neural network
over the linear classifier is the network’s ability to determine complex patterns in
the data, thus reducing the number of uncertain events,

INTRODUCTION

The success of a Comprehensive or Low-Yield Test Ban Treaty, which includes
the provision for seismic monitoring stations within the Soviet Union, will depend
on the ability to distinguish low-yield or decoupled nuclear explosions from both
chemical mining explosions and small shallow earthquakes at regional distances.
The regional discrimination problem has been approached in a variety of ways by
several researchers in the past with success limited many times to the particular
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region of study. Presently, no single discriminant exists that works in all areas (see
Pomeroy et al., 1982 for a review of regional discriminants). For example, there are
chemical explosions in Scandinavia and the western Soviet Union that generate
seismic waves of higher frequency than earthquakes of similar magnitude. This is
opposite to what has been observed in California by Aviles and Lee (1986). Similarly,
Bennett and Murphy (1986) found that the spectra of nuclear explosions recorded
from the Nevada Test Site appear to generate less high-frequency energy than
earthquakes at about the same distance.

The goal of this project was to examine the signal characteristics of chemical
explosions and earthquakes recorded by the NORESS array in order to develop a
methodology for conducting seismic event discrimination in this region on an
automated or semi-automated basis. The strategy that guided the study is based on
a three-step approach to the problem. The first step was to select a database of
regional events identified by local seismologists in Scandinavia as earthquakes or
chemical explosions based on coincident location with known quarries and repeat-
able signal characteristics. The second step was to extract a large number of signal
parameters in order to quantify any clearly visible differences between the explo-
sions and the earthquakes. This second step is highly iterative, i.e., a process is
applied to the data set and subsequent visual interpretation by the analyst is
necessary to identify characteristic features of the signal. The third and final step
was to distill the knowledge gained in the multi-dimensional analysis to a level
manageable by an on-line event processor. Ideally, this processor would automate
the classification procedure and provide a means of incorporating new information
from future events.

The results indicate that wide-band Pn/Sn and Pn/Lg ratios provide some
discrimination capability between earthquakes and explosions recorded in this
region, although there are a number of outliers, and a significant overlap between
the two populations. Mine blasts were most often identified by their spectral
complexity as measured by the variance in the cepstrum of Pn and Sn. To automate
the classification procedure using the best diagnostic information available, an
artificial neural network structure and learning paradigm were chosen that satisfied
most closely the on-line system requirements previously described. A two (hidden)
layer backpropagation network using the Generalized Delta Rule and a sigmoid
nonlinearity (Rumelhart and McClelland, 1986) was designed and trained to identify
event type on the basis of the cepstral variance and the two amplitude ratios. The
two-layer network was successfully trained to identify 100 per cent of the events in
the training set. The same network, trained .o identify half the events from the
original training set, was able to classify 85 per cent of the remaining events
correctly. Finally, to provide a comparison with the network’s performance, the
same experiment was performed with an optimum linear discriminant.

These results and the general behavior of trained neural networks can be inter-
preted in terms of the geometry of the decision regions formed by the network, the
generalized inverse operator (Aki and Richards, 1980), and to some extent the
connection strengths or weights (Gorman and Sejnowski, 1988). When simple
network architectures are used in conjunction with raw data input (e.g., spectral
amplitudes, autocovariance values), the network weights can indicate combinatorial
aspects of the input data suggesting potentially useful parameterizations. As in the
general linear inverse problem (Menke, 1984), the Generalized Delta Rule employs
an iterative parameter update scheme that can be used to derive data and model
resolution measures. In this study, the results are interpreted largely in terms of

RSN
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the complexity of decision regions, although other interpretative methods are
regarded as important areas for future investigation.

THE DaTA SET AND DATA REDUCTION

The data set includes 95 events recorded by the 25-element NORESS array in
southern Norway. Figure 1 shows an epicenter map of the 66 events chosen for
complete analysis in this report. The spectra of the remaining events were also
analyzed, although they were not included in the supervised learning experiment
that must rely on confident event identifications and high signal-to-noise ratios.
Events with local magnitudes of about 1.5 or greater were selected from the 2-yr
period of 1985 to 1987. Selection of the events was made by examining the local
network bulletins of the Bergen Seismological Observatory and the University of
Helsinki Institute of Seismology. Additional events were selected from the U.S.
Geological Survey’s Preliminary Determination of Epicenters (PDE). A listing of
all 95 events is found in Table 1. The locations listed in Table 1 were taken either
from the local bulletins or from the PDE listing.

Chemical explosions were recorded from mines in Sweden, Norway, and the
western Soviet Union. In several cases, a number of events were recorded from the
same Imine (e.g., the Titania mine TI in southern Norway, and mines in the western
Soviet Union referred to as E7 and E8 by the Helsinki Institute of Seismology).
Earthquakes were located in the Shetland Islands, the western coast of Norway,
and several isolated events in the Norwegian Sea, Greenland Sea, and Eastern
Europe. Events 10 to 16 and event 74 have been tentatively identified as underwater
explosions off the southwest coast of Norway. Events 10 to 16 occurred in a
seismically inactive region within a single 2-hr period.

For each event, time windows surrounding Pn, Sn, and Lg waves, and the noise,
were chosen interactively on a Sun workstation. The onset time and length of the
window were picked from seismograms filtered in two octave bands (3 to 6 and 6 to
12 Hz) on the basis of the visible duration of the phase. These two bands were
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array. O = earthquake; X = explosion.
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TABLE 1
EVENTS USED IN THIS STUDY

No. Yr/DoY Tme Lat(x.t)ude Lon(g.l;ude st(tj;nce Azx{x:l)uth - Type*
1 85/106 12:46:45 39.79 20.56 21.70 348.00 —_ E

2 85/213 11:17:35 45.82 26.65 17.35 142.46 4.7 E

3 85/298 12:03:47 59.30 28.10 8.38 92.62 2.3 X-E7
4 85/300 04:36:43 61.12 4.92 3.24 279.62 2.8 E

5 85/312 14:18:54 58.34 6.43 3.53 229.41 2.4 X-TI
6 85/313 14:42:46 57.80 7.20 3.68 218.91 2.1 ?

7 85/313 18:20:48 62.00 7.70 2.23 306.08 2.0 ?

8 85/317 16:32:10 58.30 6.40 3.57 229.13 1.8 X-TI
9 85/317 12:07:48 59.30 28.10 8.38 92.62 2.3 X-E7
10 85/324 22:10:44 57.61 5.67 4.34 226.41 2.3 u

11 85/324 22:24 18 57.66 5.72 4,28 226.58 2.2 u

12 85/324 22:57:10 57.64 5.62 4.33 226.94 2.3 u

13 85/324 23:10:47 57.66 5.35 4.42 228.51 2.3 u

14 85/324 23:17:28 57.69 5.49 4.34 228.06 2.3 u

15 85/324 23:23:10 57.50 5.62 4.44 225.73 2.2 u

16 85/324 23:28:23 57.58 5.49 4.42 227.09 2.2 u

17 85/325 14:18:13 59.80 8.20 1.90 241.88 14 X

18 85/325 14:48:07 54.80 6.50 6.52 206.51 2.8 X

19 85/325 09:16:30 58.37 12.36 2.41 169.70 — ?

20 85/327 13:06:18 59.50 25.00 6.81 94.59 2.1 X-E3
21 85/331 04:53:32 59.73 5.71 3.06 253.31 2.8 E

22 85/344 12:05:39 59.40 28.50 8.54 91.57 2.2 X-E8
23 85/357 02:35:08 60.38 1.90 4.75 269.87 2.3 E

24 85/358 12:37:57 59.80 22.50 5.51 95.02 1.9 ?

25 85/359 13:19:01 58.70 26.00 7.55 99.30 2.6 X

26 85/361 12:16:08 59.40 28.50 8.54 91.57 2.4 X-E8
27 85/365 06:57:17 73.31 6.62 12.71 353.57 4.8 E

28 86/003 14:58:41 61.90 30.60 9.19 74.46 2.5 X-V7
29 86/007 14:14:28 58.34 6.43 3.53 229.41 2.2 X-T1
30 86/009 09:18:43 54.70 19.50 7.37 141.43 2.7 ?

31 86/017 14:11:01 58.34 6.43 3.53 229.41 2.3 X-TI
32 86/019 04:59:22 65.00 12.13 4.27 3.35 3.0 E

33 86/020 23:38:28 50.19 12.37 10.56 177.10 49 E

34 86/021 08:55:40 55.30 13.60 5.55 167.78 2.5 ?

35 86/031 12:10:15 59.30 28.10 8.38 92.62 3.2 X-E7
36 86/035 12:14:59 59.50 26.50 7.54 92.90 2.8 X-E9
37 86/035 12:58:59 59.40 24.60 6.64 95.91 2.5 X-E2
38 86/035 14:22:57 59.30 24.40 6.57 97.00 2.6 X-E1
39 86/036 17:53:16 62.81 4.86 3.77 306.15 4.7 E

40 86/037 16:29:55 67.10 20.60 7.49 28.05 2.7 X-R1
41 867037 12:22:04 59.30 28.10 8.38 92.62 2.1 X-E7
42 86/038 11:00:01 64.70 30.70 9.58 57.40 3.1 X-V1
43 86/041 12:41:46 59.40 28.50 8.54 91.57 2.5 X-E8
44 86/045 14:13:19 58.34 6.43 3.53 229.41 2.4 XTI
45 86/045 17:54:04 58.34 6.43 3.53 229.41 2.3 X-.TI
46 86/045 12:10:21 59.40 28.50 8.54 91.57 2.7 X-E8
47 86/045 16:44:08 67.10 20.60 7.49 28.05 2.6 X-R1
48 86/049 10:46:16 59.30 27.20 7.94 93.57 2.6 X-E4
49 86/049 12:45:50 64.70 30.70 9.58 57.40 2.6 X-Vi
50 86/057 02:11:44 62.76 5.29 3.58 30705 - 25 E

51 86/062 07:26:06 43.70 31.40 20.76 136.13 4.4 E

52 86/064 14:16:31 66.30 21.70 7.15 34.70 —_ ?

53 86/064 12:13:19 59.50 26.50 7.54 92.90 2.6 X-E9
54 86/064 13:02:05 60.63 2.58 4.38 272.47 2.1 E

55 86/067 16:21:17 61.67 2.58 4.41 286.06 2.4 E
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TABLE 1—Continued

No. Yr/DoY Time Lat(i.t)ude Lon(gj)tude Dis(tfmce Azir:\uth - Type*
) ")

56 86,069 12:02:09 59.30 28.10 8.38 92.62 2.6 X-E7

57 86/069 04:20:04 62.81 491 3.15 306.32 2.5 E

58 86/070 12:02:28 59.30 28.10 8.38 92.62 2.6 X-E7

59 86/071 11:07:21 59.50 26.50 7.54 92.90 2.5 X-E9

60 86/071 12:01:38 59.40 28.50 8.54 91.57 2.5 X-E8

61 86/078 12:06:40 59.40 28.50 8.54 91.57 2.6 X-E8

62 86/089 03:22:37 61.66 4.53 3.50 288.29 2.2 E

63 86/091 09:56:53 56.42 12.10 4.33 175.89 3.6 E

64 86/094 22:42:30 71.08 8.35 10.42 354.27 4.6 E

65 86/097 00:34:37 61.84 4.88 3.38 291.88 2.3 E

66 86/108 00:44:13 59.22 1.42 5.28 257.72 2.4 E

67 86/154 14:30:04 61.46 4.08 3.67 284.54 2.8 E

68 86/155 09:06:31 61.50 30.40 9.11 77.00 3.3 X-V3

69 86/163 09:30:55 61.50 30.40 9.11 77.00 3.1 X-V3

70 86/166 15:01:07 61.67 3.85 3.82 287.44 3.0 E

71 86/168 12:12:07 59.40 28.50 8.54 91.57 2.6 X-E8

72 86/169 11:05:08 59.40 28.50 8.54 91.57 2.5 X-E8

73 86/170 03:55:08 59.31 6.54 2.88 242.39 2.4 X-BLA

74 86/171 22:07:53 61.47 3.92 3.75 284.53 2.0 u

75 86/177 04:06:21 61.88 5.10 3.29 293.05 24 E

76 86/178 03:49:46 59.28 6.76 2.80 240.66 2.5 E

77 86/185 11:13:27 59.30 28.10 8.38 92.62 2.6 X-E7

78 86/189 16:15:04 37.80 20.87 23.70 348.60 — E

79 96/195 13:50:32 58.35 13.82 2.65 153.21 4.0 E

80 86/195 14:30:27 61.10 29.90 8.90 79.67 2.9 X-V8

81 86/195 15:02:19 69.30 34.40 12.76 38.43 29 X-K9

82 86/222 05:01:04 59.99 5.34 3.15 258.96 1.7 E

83 86/228 04:24:36 62.82 4.98 3.73 306.70 25 E

84 86/244 22:11:26 60.82 2.93 4.20 274.85 3.5 E

85 86/273 20:02:47 60.79 4.23 3.57 273.99 2.4 E

86 86/283 19:56:31 61.97 2.33 4.58 289.58 2.3 E

87 86/299 11:45:06 61.46 3.29 4.05 283.83 2.6 E

88 86/299 11:57:03 61.72 3.27 4.10 287.43 2.6 E

89 86/327 03:30:32 73.74 9.08 13.03 356.94 4.7 E

90 86/342 14:44:27 43.29 25.99 19.50 348.00 — E

91 86/346 16:33:30 72.96 4.80 12.49 350.85 4.7 E

92 86/351 21:18:32 39.81 19.72 21.60 349.00 —_— E

93 86/352 17:16:16 43.28 26.01 19.50 338.50 - E

94 87/067 17:42:21 39.48 20.52 22.00 348.20 — E

95 87/109 03:55:06 43.69 20.44 17.90 345.70 - E

*E = earthquake; X-E7 = explosion from the E7 mine; ? = unknown source type; u = presumed
underwater explosion.

observed to give the clearest separation of all three phases. The use of variable
length windows minimizes contamination of the desired phase by subsequent phases,
as sometimes occurs when constant phase velocity windows are used. A 30 per cent
cosine taper was applied to each window, and the power spectrum for each phase
was computed as the mean of all the recording elements, in the manner of a
periodogram (Oppenheim and Schafer, 1975). This procedure reduces the spectral
variance without the reduction of high-frequency amplitudes that occur during
beamforming. All the spectra were smoothed with a 5-point equal weight operator.
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Fi6. 2. (Top) Uncorrected Pn and Lg spectra for four presumed underwater explosions off the
southern coast of Norway. Note the similarity in spectral shape for the four events. (Bottom) Pn and Lg
spectra for four explosions at the Titania Mine in southern Norway. Note the large differences in spectral
shape for these events. Since these events are from the same mine, the differences in the observed
spectra are likely due to varying explosive source configurations.
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F16. 3. Uncorrected Pn and Lg spectra for four explosions at mine E7 (top) and E8 (bottom).
Both mines are southwest of Leningrad.
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CHARACTERISTICS OF REGIONAL PROPAGATION

In a regional study of seismic events, it is important to identify areas of frequent
shallow seismicity, such as mines and oceanic fault zones. The analysis of identified
events grouped by region can often reveal waveform and spectral characteristics
imposed by the uniqueness of the source and path, which are useful in identifying
new events. During the course of this study spectral characteristics were examined
for events grouped by both region and source type. There were five groups of events
for which all three phases, and four or more events, were recorded from the same
region. These groups contain repeated events identified as blasts from two mines in
the western Soviet Union (E7 and E8), a molybdenum mine in southern Norway
(Titania), earthquakes to the northwest of the array, and a sequence of presumed
underwater explosions off the southwestern coast of Norway.

Spectral Characteristics

The variation in spectral character among repeated events from the five groups
provides an important insight into wave propagation in this region. For example,
the small group of events tentatively identified as underwater explosions are nearly
identical for both Pn and Lg waves; however, blasts recorded from the Titania mine
at approximately the same distance and azimuth (the mine is located on the coast)
show notable differences in their spectra (Fig. 2). Explosions from the E7 and E8
mines are only 30 km apart, but show discernible variations in the pattern of
spectral scalloping from the different mines, and among repeated events from the
same mine (Fig. 3). In contrast, the spectra of earthquakes to the northwest of
NORESS span a much greater distance range but are very similar (Fig. 4). The
earthquakes appear to be simple sources that vary primarily in size (moment) and

T
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F1G. 4. Uncorrected Pn and Lg spectra from four earthquakes off the west coast of Norway. Note the

simplicity and similarity of the spectra for these four events, even though they are not located in
the same source area.
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source duration (corner frequency). This implies that the spectra of mine explosions
exhibit real-source differences, most probably due to the differences in the spatial
configuration and timing of the charges (Greenhalgh, 1980). This is an important
observation, especially in the case where an attempt is made to discriminate between
earthquakes and explosions recorded from these two source regions.

One of the most important observations from the spectral analysis is the relative
simplicity of earthquake spectra versus the complexity of mine blast spectra. To
illustrate this, two events are chosen that are close to one another to ensure that
path effects will be nearly the same. The contrast is illustrated in Figure 5, where
Pn, Sn and Lg spectra of a chemical explosion at the BLA Mine north of the
Titania mine in southern Norway (event 73) and a nearby earthquake (event 82)
are compared. Note that the earthquake spectrum is relatively simple and varies
smoothly across the entire band. The spectrum of the BLA explosion is more
complex in appearance and exhibits spectral nulls near 5 and 10 Hz.

Spectral characteristics that appear to be strongly path-related are the peak
frequency and the high-frequency content. Peak frequencies of Pn, Sn, and Lg were
picked as the maximum amplitude from the smoothed spectra in a frequency band
with a SNR > 4. This constraint was relaxed for spectra with a total bandwidth of
less than 5 Hz. Figure 6a is a plot of peak frequency versus distance for all events
that show a decrease in peak frequency with distance.

The third moment of frequency (Weichert, 1971) was computed to obtain a
measure of the relative high-frequency content of the signal. The plot of TMF
(Fig. 6b) versus distance also illustrates the attenuation of high frequencies at
greater distances. Neither TMF nor the peak frequency showed a similar relation-
ship to magnitude, suggesting that distance is dominant in the attenuation of
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Fi16. 5. A comparison of typical Pn, Sn, and Lg spectra (uncorrected) from an earthquake (left) and
a nearby explosion (right). The earthquake occurred off the southwest coast of Norway, and the explusion
was at the BLA mine.
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FIG. 6. Peak frequency (a) and TMF (b) of Pn waves versus distance for the entire data set.
E = earthquakes; X = explosions; ? = unidentified events.

high-frequency energy. However, the TMF for the Titania mine blasts and nearby
earthquakes shows that high frequencies are propagated from both sources. It is
clear that a discriminant based simply on the high-frequency enrichment of explo-
sions relative to earthquakes would likely fail.

SOURCE DISCRIMINATION

As shown in the previous section, discrimination between earthquakes and
explosion sources based on their relative high-frequency content would fail due to
path effects over greater distances, if indeed such source differences existed. Baum-
gardt and Ziegler (1988) caution that the enrichment of high frequencies sometimes
seen in the spectra of mine blasts may be the result of ripple-firing and may not
represent any intrinsic difference in source type. Correction for path effects based
on single-array @ estimates was not encouraged by the results of an attenuation
study of these events (Dysart and Pulli, 1987), since the simple @ model and source
representation were generally inadequate to fit all the data, especially the complex
explosion spectra. However, differences in the spectra of co-located events suggested
that path effects were not so severe as to completely obscure all characteristics of
the source that might aid in discriminating between the two source types.

Amplitude Ratios

Since source theory predicts the generation of more shear energy from earthquake
sources compared to explosions, the spectral ratios Pn/Sn and Pn/Lg were among
the spectral parameters extracted from all the events. Figures 7 and 8 show Pn/Sn
and Pn/Lg amplitude ratios. In Figure 7, the amplitude ratios Pn/Sn and Pn/Lg
are plotted for different frequency bands. Figure 8a shows the ratio of peak
amplitudes above the SNR cutoff of 4. These plots show where in the spectra of
explosions and earthquakes there is information that separates the two populations.
The explosion amplitude ratios are similar to the earthquake ratios at low frequen-
cies even above the noise peak at about 1 Hz, but appear to migrate to higher values
at higher frequencies. The reason for this is unknown, but an analysis of additional
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F16. 8. Pn/Sn versus Pn/Lg amplitude ratios formea from peak amplitudes in the signal band (a)
compared with the same amplitude ratios formed in optimum signal band (b). Outliers indicated by
event number are discussed individually in the text.

events in multiple frequency bands may reveal a similar trend that could act as a
useful discriminant.

The spectral ratios shown in Figure 8b were formed by averaging suectral
amplitudes over the optimum signal band (SNR > 4). A distinct improveizent is
seen immediately when these results are compared to ratios of peak .peciral
amplitudes or ratios formed in selected frequency bands. These ratios provice fairly
good separation between the two source types, although there remain many events
for which this discriminant would yield ambiguous results. The outliers indicated
in Figure 8b will be discussed in detail in a later section.

Spectral Complexity

Figures 2 and 3 illustrated the spectral complexity seen in nearly all the explosion
spectra. The spectral complexity of explosion spectra in this data set could occur
for a number of reasons. For instance, chemical explosions detonated during mining
activities are often composed of multiple shots such as in the practice of ripple-
firing. Baumgardt and Ziegler (1988) provide a detailed analysis of many of the
explosions in this data set. In the case of single shots, multiples due to shallow
structure or topography in the source medium could account for a pattern of spectral
interference. Similar phenomena have been observed for sources in other areas (e.g.,
Anderson, 1987) and for recording sites in areas of rugged topography (Bard and
Tucker, 1985). The complexity seen in the spectra of underwater explosions is
commonly attributed to the bubble pulse and reverberations within the water
column. These effects are nearly always seen in marine seismic data.

Several measures of spectral complexity were considered in this study. A simple
measure was the actual length of the spectrum defined as the sum of the amplitude
differences between successive frequency points. The problem with this measure is
that it arbitrarily reflects any spectral complexity whether it be due to harmonic
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interference or simply the spectral variance. Another measure of spectral complexity
was the variance of an N-point moving average. This method was unsatisfactory
since it is highly dependent on window length and falloff rate of the spectrum. A
third method was to compute the least-squares error (LSE) from the regression
analysis in the attenuation study. Since most explosion spectra were not well fit by
the simple source model, the LSE did not accurately reflect the complexity of many
events. The measure that worked most effectively in quantifying the complexity
seen in mine blast spectra was the cepstral variance. This method not only enhances
the presence of harmonic interference patterns in the spectra, but is also consistent
with physical interpretations of the source.

Cepstral Variance

As the most effective measure of spectral complexity found, the cepstrum of each
phase was computed for all events. Cepstral analyses of seismic data have been used
in the past to identify depth phases (Kemerait and Sutton, 1982) and mine blasts
(Baumgardt and Ziegler, 1988), and to retrieve source functions from teleseismic
recordings (Clayton and Wiggins, 1976). These studies include theoretical back-
ground discussions and references that are not repeated here.

Several preprocessing steps were necessary before the variance of the cepstrum
was obtained. A zero-phase deconvolution of the pre-Pn noise was made by sub-
tracting the log-amplitude of the noise before inverse transformation. In addition,
the trend and the mean were removed from the deconvolved log-spectra to reduce
the differential effects of attenuation and high-frequency falloff. Tribolet (1979)
provides a comprehensive text on homomorphic signal processing, and methods for
precluding cepstral artifacts commonly discussed in other studies (e.g., Stoffa et al.,
1974; Bennett et al., 1989). To quantify the cepstral complexity, the variance
of the cepstra was computed for all phases and all events in the quefrency range of
0.1 to 0.5 sec. This range in delay times was chosen to include all frequencies
in the available signal band of the spectra. The shortest delay time corre-
sponds to destructive interference at a frequency of Y2 Nyquist, and the longest
delay at a frequency of 1 Hz, just above the microseismic noise seen in most of
the events.

Figure 9 shows deconvolved cepstra of Pn, Sn, and Lg for four of the explosion
sources. Figure 9b is a case where the cepstra suggests a specific delay time at about
150 msec, a typical delay time in a ripple-fire sequence (Baumgardt and Ziegler,
1988). The cepstra of the offshore explosions indicate a clear delay time of about
300 msec (not shown). Reverberations within the water layer are typically seen at
longer periods, but this delay time is within the range produced by a bubble pulse
from a 1 ton explosion at a depth of about 800 m. This value is within the water
column in the vicinity of these explosions according to local bathymetry data, and
the size and depth of the charge are consistent with typical transmission loss
experiments.

In most cases, a clear delay time is not seen in the cepstrum, but the cepstrum
can be used as a reliable measure of spectral complexity even when specific delay
times are not indicated. The cepstra of earthquakes from different source areas are
shown in Figure 10. The difference in the degree of complexity between the
earthquake and explosion source types is illustrated by the appearance of cepstral
peaks in the explosion cepstra, and the absence of such peaks in the earthquake
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F1G. 9. Deconvolved cepstra of Pn (solid lines), Sn (dotted lines), and Lg (dashed lines) waves for
four explosions. The cepstral peaks are indicative of the complexity of the source.

cepstra. The Pn spectra of earthquakes shown in Figure 4 are somewhat complex,
but they do not exhibit a harmonic interference pattern seen in the explosion
spectra, and as a result, peaks do not appear in the cepstra.

Figure 11 shows the mean Pn, Sn cepstral variance plotted against the Pn/Sn
and Pn/Lg amplitude ratios. The separation between the two populations is fairly
good, with several clear exceptions. It is interesting to note that the cepstral variance
points to only one of the outliers (event 23) targeted by the spectral amplitude
ratios (Fig. 8b). To this extent, the cepstral variance parameter provides an indicator
of event type that ic independent of the amplitude ratios.
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F16. 10. Deconvolved cepstra of Pn (solid lines), Sn (dotted lines), and Lg (dashed lines) waves for
four earthquakes. Note the relative simplicity of the earthquake cepstra when compared with the cepstrd
of the explosions shown in Figure 9.

Discussion of Outliers

In Figures 8b and 11, five events were identified as examples where the cepstral
variance, the Pn/Sn and Pn/Lg ratios, or both failed as discriminants between
earthquakes and explosions. It is worthwhile examining each of these examples
individually to see what reasons caused them to fail.

In Figure 12 (a and b), the Pn, Sn, and Lg cepstra are plotted for events 32
and 8. Event 32 is an earthquake recorded in northern Sweden, and event 8 is a
chemical explosion from the Titania mine in southern Norway. Both events were
identified correctly by their spectral amplitude ratios, but they were misidentified on
the basis of mean cepstral variance. The cepstra of event 32 in Figure 12a exhibit

[R——— S A
f



REGIONAL SEISMIC EVENT CLASSIFICATION AT THE NORESS ARRAY

10

1925

le_ T 11 llllll i ¥ 1} Illll_1 [ ¥ 1 Illlll[ T lllllll‘ 1 L) l‘IIlL
@ " @ B
[+ *c
g 32 2y RS $ X By
- x % X - 32
2 \E N 4 - \E X
% IF 23 22722 Xg % IF 3 ??»6( % 3
& &3‘ X & ]
¢ L T, ;% ° r ><§i %
s L - X
] e 8% X{KX 2 e | XX
€ i € € & 3 £ £ e
ggfE X - € Eg X 7
€c € ¢ 3 £ £ E
" £ 8 € £
£ e € X—328
91 sl i berdocd 2 121 81 ISR Y] | dt a2 2222} IREU!
81 1 10 ool el 1 18
Pa/Sn ratio Pn/lg rotio
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of outliers exist, and these are discussed individually in the text.

a number of anomalously low cepstral amplitudes in the low quefrency range.
These amplitudes are an artifact of the cepstrum near the lower limit of resolution,
which resulted in a high variance. In this case, the variance was not a reliable
measure of complexity. However, by visual inspection, the smooth cepstra of event
32 are seen to be very similar to the cepstra of other earthquakes such as those in
Figure 10. The cepstra of the mine explosion shown in Figure 12b are cases where
the cepstra are only marginally adequate to identify source type. It is the cepstrum
of Lg alone that suggests that this is an explosion when it is compared with the Lg
cepstra of other earthquakes shown in Figure 10. Nearly all the earthquake Lg
cepstra are flat.

In Figure 12 (c and d), the Sn spectra are plotted for two earthquakes (events 76
and 64) that were misidentified on the basis of their spectral amplitude ratios. The
SNR and the Pn/Sn ratio are plotted in these two figures as functions of frequency.
The SNR curve shows that these two events are well recorded in a band from about
1 to 20 Hz. The cepstra of both these events reflected the simple character of their
spectra, and they were identified as earthquakes on that basis. The spectral shape
of these two events is similar to other earthquakes in this region, but the spectral
ratio curve for event 76 in Figure 12¢ indicates that the Pn/Sn ratio is anomalously
high when compared with earthquakes from the same source region. This is
especially true in the high-frequency band from 10 to 20 Hz. Likewise, the curve
for event 64 in Figure 12d shows a high Pn/Sn ratio, with an unexplained increase
between 5 and 10 Hz. The reason for these observations is unknown, although one
possible reason for the high amplitude ratio is the effect of the radiation pattern.
The presence of an Sn node could accourt for an anomalously high-amplitude ratio.

The final example in Figure 12 shows the Pn, Sn, and Lg cepstra (Fig. 12e), and
the Sn spectrum (Fig. 12f) for the only event (event 23) for which both discriminants
clearly failed. In this case, failure was clearly due to the fact that the S/N ratio was
low for all phases. As a result, the amplitude ratios were close to one, and the
cepstra reflect the complexity of the noise.
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CLASSIFICATION USING TRAINED NEURAL NETWORKS

Several authors have sought to classify seismic event types using multi-dimen-
sional discrimination techniques (e.g., Tjostheim, 1975). Dowla et al. (1990) have
recently applied a simple feed-forward network to the problem of discriminating
regional earthquakes and N'T'S explosions using spectral amplitudes corrected for
distance and attenuation. In their study, an analysis of network weights suggested
that the trained network formed appropriate amplitude ratios from the input
spectral amplitudes. An automated classificatior. of explosions and earthquakes in
any data set is made difficult not only by outliers and overlap, but also by the
inability to include diagnostic information that is not easily quantified. Neural
networks have fundamental advantages over conventioral least-squares classifiers
in their ability to form complex decision regions based on mixed multi-dimensional
and qualitative input and desired output by minimizing simple measures of classi-
fication error. Consequently, linear methods are not as versatile since they are
either incapable of forming nonplanar decision surfaces between populations with
significant overlap, or they cannot easily incorporate nonparametric or pathologic
information gained from the analysis of events in a particular region. In addition,
artificial neural networks are capable of forming disconnected decision regions and
thereby operate as discriminators and clusterers simultaneously (Lippmann, 1987).
Although there always exists the natural trade-off between model resolution and
variance, the computational and modeling advantages of neural networks render
them an attractive alternative to other classification schemes.

Neural Network Design

Four decisions must necessarily be made in the design of a supervised network
training application: the input and output structures, hidden layer structure, the
unit activation function, and the network training paradigm (see Lippmann, 1987,
for a discussion of network dynamics, training paradigms, and terminology). The
input structure in this case consisted of a single layer with 3 units containing the
spectral ratios Pn/Sn and Pn/Lg, and the mean cepstral variance of Pn and Sn.
The output was composed of a single layer with 2 units. The first unit was coded
for an explosive source, and the second unit was coded for an earthquake source.
Two hidden layers were used. The first hidden layer consisted of 8 units (so-called
“fan-out”), and the second hidden layer consisted of 2 units (“fan-in”). The response
of the network at each node is computed by the sigmoid activation function that
acts as a nonlinear threshold element, acting on a weighted and biased input value.
This configuration results in 56 connections (weights and biases) between the input
and the output. These connections strengths and the sigmoid transfer function
represent a large number of free parameters and a rich functional basis with which
the neural network can fit the observed data.

No strict rules appear to exist for deciding on the number of hidden layers or the
number of units in each hidden layer. Lippmann (1987) discusses empirical rules
for choosing hidden layer structures based on the number of input and output units,
and desired constraints on the geometry of decision regions. Makhoul et al. (1989)
present a more quantitative approach to chocsing the number of hidden units for a
single layer network with hard limited threshold elements based on a desired cell
resolution of the input space. The hidden layer structure was chosen in this case in
an attempt to avoid disconnected decision regions while preserving the maximum
flexibility in the curvature of decision boundaries. Trials using reduced network
structures did not appear to provide the resolution necessary to correctly classify
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F16. 13. Configuration of the neural network.

every event. The type of training chosen for the network was backpropagation, a
supervised learning technique based on the Generalized Delta Rule (Rumelhart and
McClelland, 1986). The Generalized Data Rule, a variant of gradient decent min-
imization, automatically determines the nonlinear model function as it minimizes
a simple rms prediction error. Analogous to the general linear inverse problem, data
and model resolution matrices can be extracted after training and used to determine
the number of unique weights and the resolvability of the data (K. Anderson,
personal communication). A schematic diagram of the neural network configuration
is shown in Figure 13.

During training, the weights that connect the input and output units, and the
transfer biases were set at large random values [—2, 2]). The learning rate also was
set initially at a high value to force quick convergence and later reset to a low rate
to obtain a refined solution. Conventionally, these parameters are initialized to
small values, but larger values can sometimes significantly decrease learning time.
This has been referred to as learning by oscillation. Following this training strategy,
the momentum was set moderately low at the start and then reset to a high value
near the end of training. About 2,000 input presentation cycles were required to
train the network with the full data set, with about 75 per cent of these cycles
taking place during the slow convergence phase.

Network Training Experiments

Two individual experiments were performed with the neural network. In the first
experiment, the network was trained with the entire training set of 66 events. In
the second experiment, the network was trained using a random selection of half
the events from each population, and then used to process the remaining half. In a
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more comprehensive simulation of the network’s performance on new events, many
random selections would be tested. Dowla et al. (1989) adopt a performance evalu-
ation scheme where each event acts in turn as a new event to be processed by a
network trained on the remaining events.

Figure 14 shows the resultant network activations within cross-sections of the
input space, 1.e., the output of the trained network given a grid of all possible input
vectors. As the figure indicates, the network has formed two contiguous decision
regions based on the input data, and a small region of uncertainty indicated by the
asterisks. For this particular network design, an activation of +0.5 indicates an
explosion while an activation of —0.5 indicates an earthquake. We define the region
of uncertainty as the activations between #0.25. The choice of the uncertainty
range is somewhat arbitrary, being set to 5 times the maximum rms prediction error
used as the convergence criterion during training.

Figure 15a shows the result of processing the input data with the trained neural
network. The figure shows the resultant output activations for each processed event.
It is clear that the network has perfectly classified the input data set with no errors
and no uncertain classifications. This points to an important consideration in the
use of trained neural networks for classification. One must be certain that the
training set consists of correctly identified events, otherwise false information may
be incorporated by the trained neural network.

Figure 15 (b and ¢) shows the results of training the network with half of the
data set and testing the remaining half. As before, the neural network has perfectly
modeled the input events with no errors and no uncertainties (Fig. 15b). When the
remaining half of the data set is processed (Fig. 15c¢), 5 errors and 2 uncertain
classifications are encountered. It is interesting to note that, when the neural
network fails, it fails with certainty, having made no assumptions about an under-
lying error distribution. Regions of uncertainty are associated with areas where no
data were given, and points on the decision surface whose topology is determined
by the number and arrangement of network connections. Clearly, the larger the
number of training events, the better the neural network will be able to classify new
events. In an operating seismic array or network, one would add more and more
events to the training set as they were confidently identified.
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F1G. 16. (a) Optimum linear discriminant for the entire data set. Note that there are 5 misclassified
events and 19 uncertain classifications. (b} Optimum linear discriminant calculated for half of the data
set. There are 3 misclassified events and 10 uncertain classifications. (¢) Processing of the remaining
half of the data set. There are 2 misclassified events and 9 uncertain classifications.

Comparison with Optimum Linear Discriminant

To demonstrate whether or not the neural network provides any better classifi-
cation of these events than commonly used linear discriminants, optimum discrim-
inant planes were computed for the same two input training sets used in the previous
section. The linear discriminant used for comparison in this case, minimizes
both the number of misclassified events and the rms distance from the planar
decision surface, the later providing an error statistic in the final analysis
(Enslein et al., 1977).

Figure 16a shows the results when the optimum decision plane is obtained from
the entire data set. Plotted here are the normal distances from the decision plane
to each processed event, scaled to the sigmoid activation range {~0.5, 0.5]. The
dashed lines indicate the same area of uncertainty used in the neural network
processing. The figure shows that 5 events were misclassified. This compares with
0 errors for the neural network experiment. In addition, there are also 19 events
classified as uncertain. In the neural network experiment, there were no uncertain
classifications.
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To repeat the second experiment, the optimum linear discriminant is computed
from half the data set and used to process the remaining half. In this case, the
optimum linear discriminant produced 3 errors and 10 uncertain classifications
shown in Figure 16b. The processing of the remaining half of the data set shown in
Figure 16¢ produced an additional 2 errors and 9 uncertainties, resulting again in a
total of 5 errors and 19 uncertain classifications.

SUMMARY

In this report, spectral characteristics were examined for a group of 95 regional
events recorded by the NORESS array in southern Norway. Early in the analysis,
it was observed that earthquakes and chemical explosions positively identified by
local networks and recorded at similar distances contain similar high-frequency
energy. For events at greater distances, the high-frequency amplitudes appear to
attenuate strongly with distance. The third moment of frequency (TMF) and peak
frequencies both demonstrate a distance-dependent decay of high-frequency ampli-
tudes with little dependence on the magnitude. Due to this path-imposed similarity
in high-frequency content, discriminants based on the predicted high-frequency
content of explosions versus earthquakes would be ineffective.

Results from the measurement of amplitude ratios and spectral complexity
indicate that effective discrimination of earthquakes and chemical explosions in
this region is possible using a small set of spectral parameters. For events with clear
Pn, Sn, and Lg arrivals, most wide-band estimates of the Pn/Sn and Pn/Lg ratios
are consistent with the prediction of greater shear wave energy from earthquake
sources. Observations of chemical explosions at several known mining sites in
Norway, Sweden, and the western Soviet Union indicate that a complex pattern of
spectral interference, presumably due to near-source effects or multiple firing, is a
repeatable spectral characteristic of mine blasts recorded in this region. This
complexity is seemingly absent from the earthquake spectra. Event discrimination
on the basis of these parameters is geneially successful, with exceptions that are
dependent on the SNR, and to some extent on the choice of constraints and ranges
that were selected for the computation of spectra ratios and cepstral variances. In
addition, there are anomalous events that remain unexplained, and events in an
overlap region that are difficult to classify by conventional least-squares techniques.

As an alternative means of automating the classification of events recorded in
this region, an artificial neural network was designed and tested using a subset of
the events that were positively identified by local seismic networks. A two-layer
backpropagation network was trained to identify 100 per cent of the events on the
basis of the mean cepstral variance and the Pn/Sn and Pn/Lg amplitude ratios.
The same network, trained to identify half the events from the original training set,
was able to correctly classify 85 per cent of the remaining events. The superior
performance of neural networks over linear discrimination techniques is most simply
interpreted in terms of the respective decision regions formed each process and
assumptions made by each regarding the measure of prediction error.

Artificial neural networks that are capable of coding qualitative and quantitative
input and output, and quickly incorporating the knowledge gained from the analysis
of new events, appear a promising way of using both empirical and theoretical
knowledge in a single automated classification system. Although the supervised
learning technique employed in this study worked well, many potentially useful
variations of the network design, input, and interpretation are left uninvestigated.
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This was due in part to limitations in the number and variety of events in the data
set, and the scope of the project. However, the performance of this network
encourages application to other data sets, and the investigation of other networks
and learning paradigms.
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STATISTICALLY OPTIMAL EVENT DETECTION USING SMALL
ARRAY DATA

By A. F. KUsHNIR, V. M. LapsHIN, V. I. PINSKY, AND J. FYEN

ABSTRACT

A generalization of Capon’s maximum-likelihood technique for detection and
estimation of seismic signals is introduced. By using a multi-dimensional auto-
regressive approximation of seismic array noise, we have developed a technique
to use Capon’s multi-channel filter for on-line processing. Such autoregressive
adaptation to the curent noise matrix power spectrum is shown to yield good
suppression of mutually correlated array noise processes. As an example, this
technique is applied to detection of a small Semipalatinsk underground explosion
recorded at the ARCESS array.

INTRODUCTION

Nuclear explosion monitoring using seismic data is faced with the problem that
signals of small explosions are masked by noise, and thus have to be extracted using
features of both the noise and the signal. Small arrays appear to be especially suited
for that purpose. This is due to the strong correlation of noise between different
closely located receivers that give us an opportunity to obtain significant noise
suppression. To realize this opportunity, special software needs to be developed.

We have to solve two main problems: (1) detecting event signals and (2) classifying
detected signals as originating from either an explosion or an earthquake. The
second task is very complex. To aid in the classification process, it is desirable to
have an undistorted representation of the signal waveform as well as estimates of
signal parameters, such as onset times of different phases, power, spectral features,
and so on. While the detection of a signal can be done in a relatively narrow
frequency band (for example using a high-frequency band only), the classification
must, in principle, be based on wide-band methods. This is so because bandpass
filtering distorts not only the noise, but also the signal; thus, possibly eliminating
useful classification fe